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Abstract. Thepopulampressftenextolls pacletnetworksasmuchmoreefficientthanswitchedvoice
networksin utilizing transmissiotines. Thisimpressioris reinforcedby thedelaysexperienceamnthe
Internetandthe famousgraphsfor traffic patternghroughthe major exchangepointson the Internet,
which suggesthat networks are runningat full capacity This papershaws the popularimpression
is incorrect; datanetworks are very lightly utilized comparedto the telephonenetwork. Even the
backbone®f the Internetarerun at lower fractions(10%to 15%) of their capacitythanthe switched
voice network (which operatesat over 30% of capacityon average).Privateline networks areutilized
far lessintensvely (at 3% to 5%). Further this situationis likely to persist. The low utilization of
datanetworks comparedo voice phonenetworksis not a symptomof waste. It comesfrom different

patternof use lumpy capacityof transmissioriacilities,andthe high growth rateof theindustry

1. Introduction

Announcementef new paclet networks oftenleadto news storiesclaiming [P (InternetProtocol)
networksarefasterandlessexpensve thantraditionalcircuit-switchechetworks(cf. [Keller]). Usually
no explanationis offeredfor this claimedadwantageof paclet transmissionMore technicalpresenta-
tionsexplainthatold-stylephonenetworksresere two circuits (onein eachdirection)for a phonecall,
eventhoughalmostall thetime only onepersonis speakingandthattherearefrequentpausesuring
conversationsvhennothingis beingtransmittedln contrastpaclet networkstransmitdataonly when
thereis somethingo send andthusit is plausiblethatthey would usetransmissiortapacitymoreeffi-
ciently. Vint Cerf, oneof the“f athersof the Internet; madethefollowing comparisorof pacletversus

circuit switching(in the“Telecomitalia” presentatiomt[Cerf]):

Circuit (telephow) like reservingbicycle lanesfrom LA to NY!

Paclet (Internet)like sharingof the highway amonghigh speeccars.

Thatis anappealinganalogy However, it concealsa muchmorecomplicatedpicture. It appears

thattodaymostcompaniesrepayingmorefor largefile transferover their privatelP-basedetworks



thanthey wouldif they usedmodemsover the public switchedvoice network. Thisis notanargument
for circuit-switchednetworks over paclet ones sincethereareothercompellingargumentsn favor of
IP networks (seethe companiorpaperqdOdlyzkol, Odlyzko2]). However, it doessuggesthe needfor
amorecarefulinvestigationof justhow datanetworksareused.

This paperstudiesaverageutilization levelsof transmissiorinesin datanetworks,wherethe aver
agesareover afull week. Surprisingly althoughthereis a hugeliteratureon networks, suchaverages
appearto have beenlittle studied,althoughthey arecritical to understandinghe economicsof data
networks. One minor reasonfor concentratingon transmissioris thatit is the easiesto measure,
sinceswitching or routing capacityis notoriouslyhardto quantify A muchmoreimportantreason
is that transmissions the mostexpensve partin a datanetwork. (We concentrateon long distance
transportonly, andso do not take into accountlocal networking costs,suchasthoseof modemsfor
residentiakustomer®f ISPs,which arethebulk of thetotal costof InternetservicessuchasAmerica
Online.) Typical corporateinterLAN networks appearto spendaround45% of their operatingex-
pensen transmission20% on equipmenidepreciatiorand maintenanceand 35% on people.One
regional ISP reportsspending5% of operatingundson transmissiormand15%on equipmentSimilar
estimateghat shav the dominantrole of transmissiorcostscanbe foundin the costmodelfor ISPs
developedby Leida[Leidd]. If datanetworksareintensvely utilized, thenwe shouldfind transmission
linesrun athigh fractionsof their capacity Thatis certainlyawidespreadiew.

The impressionthat paclet networks have high utilization levels of transmissiorand switching
facilitiesis reinforcedby the delaysobsered on the Internet(the “World Wide Wait”) andthe widely
publicizeddataon usagepatterns Figurel (basedn Fig. 1.130f [Ash]) shavs thetraffic ontheU.S.
switchedvoice networks over atwo-dayperiod. It is pealed, asfolks in Peoriado notlike to call their
friendsor businesgartnersn Poughleepsieat 3 am. Thustherearelong periodswhenthat network
is largely idle. During thetwo daysshavn in Fig. 1, the averagetraffic wasabout40% of the peak.
On the otherhand,Fig. 2 shaws traffic throughthe PacBell NAP (Network AccessPoint), a major
exchangepointontheInternet,duringOctober26 and27,1997. (Additional datafor this NAP, aswell
asotherexchangesis availablethroughlinks providedat[CAIDA, NLANR].) This NAP wasrunning
full blastalmostaroundthe clock. As a fraction of the peakrateobsered duringthosetwo days,the
averagethroughputwas84%on Mondayand80%on Sunday

The perceptiorof intensve useeven of corporatenetworks is reflectedin frequentlyheardcom-
mentsabout70%utilization levels of privatelines. Thesecommentsareoften madewithout qualifica-

tion, asif they reflectedong-termaverages More experienceceoplemake moreprecisestatements.



For example, Fred Baker of Ciscoreports(private communication}that “corporatecustomerscom-
monly claim their inter-site WAN links areusedat 70% of capacityduringpeakperiods. BrettLeida
[Leida] hasa modelfor theload on atypical T1 line from a corporatecustomerto the Internetwhich
hasthe peakperiodloadat 70%for severalhourseachbusinessday, andaverageload of 34%. Leida
obtainedhis informationfrom membersof the MIT InternetTelephoy Consortiumwhich includes
mary establishe@ommunicationéndustryplayers.

This paperpresentsextensie evidencethat averageutilization levels arefar lower thangenerally
supposedwWhile thelong distancecircuit switchedvoice network hasaverageutilization of about33%,
the Internetbackbondinks appearo have averageutilizationscloserto 10%to 15%, and corporate
long-haullinks (whichis wherethebulk of datatransportapacityis) have utilizationsin the 3%to 5%

range.A betteranalogythanVint Cerf's mightbe:

Circuit (telephog) like alanefrom LA to NY thatis full of well-behaed bicyclists.

Paclet (Internet)like sharingof the highway amonghigh speedcars, but with frequent

constructiordetours.

Paclet (corporatelntranet)like sharingof a 100-lanehighway amonga few high speed

cars.

At first sightit seemghatit shouldbe simpleto determineaverageutilization levels. Thatis not
so, though, since, for privagy reasonscarrierssuchas AT&T do not monitor how the private lines
they leaseto customerareused.Individual customersn mary caseslo not measureheir own usage.
Whenthey do measuret, they oftendo not obtainaverageutilization levels. Eventhosestatisticsthat
are collectedare usuallyregardedas confidential. Thusit is hardto obtainsolid estimatesandit is
necessaryo resortto limited samplingandcircumstantiakvidence.

The corporatemanagersvho report70%utilization levels arecorrect. Their networks do generate
suchfigures butthey areusuallymisinterpretedGiventheway statisticsarecollectedn mary systems,
the70%figuremaynotevenreferto thebusyhouroveraweek,but the busiests minutesover a period
of months.Further it typically appliesto only afew links in asystem.

Of the variouspeoplethat| have talked to, the oneswho acceptedny claimsof low utilization
levelsmostreadilyweredesigner®f privateline networks. They arenotusedto consideringutilization

ratesaveragedover a full week. However, oncel explainedto themthatthis is what| wasafter, they
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typically did a quick mentalcalculationandsaid“Of course this is obvious becausef [factorsthat
will bediscussedn Section8 of this paper].However, suchlong-termaveragesareirrelevant’

Low averageutilization levels areindeedirrelevant to designerof private line networks. These
designerdave to provide levels of servicespecifiedby their customersat minimal cost,andlong-run
averageslo notmatterto them. However, asis shavn in Section9 belov andin thecompaniorpapers
[Odlyzkol, Odlyzko?2], averageutilization ratesareimportantfor understandinguchimportantques-
tionsasthe profitability of the ISP businessthe prospectdor paclet telephon, andgeneralevolution
of datanetworks, in particularprospectgor Quality of Service.

As a sampleof the kinds of agumentsthat canbe basedon the datain this paper considerfFig.
4, which shaws the usageprofile for a corporatel 28 Kbps dedicatedconnectiorto the Internet. This
businessusesthe Internetboth for generalconnectiity, andalsoto transmitdatabetweendifferent
locations.Theaverageutilizationis about3%, fairly typical for suchlinks. This businessouldclearly
receve all its dataon a 56 Kbpslink at a costof suffering delaysof at mostminutes,and possibly
only secondsin its communicationslf emailwereall thatwasbeingtransmitted thatwould surely
be acceptableand a 56 Kbps link is all that would be in place. That this businesspaysfor a 128
Kbpsconnectiorshawvs thatit valuesthe ability to occasionallysendor receve dataat highrates.The
high speedburstsare extremelyinfrequent though,andseldomdo several collide to saturatehelink.
ThereforeQuality of Servicemeasuresvould not be of muchhelp. Further evenif 90% of the traffic
on this link werefrivolous personalusage(stock quotes,cartoonsandso on), banningit would not
provide significantly betterperformancedor the high priority applicationsthatjustify the costof the
link. Whenthehigh priority traffic startsup, it almostalwaysgetsthefull bandwidthof thelink in ary
case. Note that theseargumentswould not apply if the link wereroutinely usedat 70% of capacity
during businesshours,asis commonlybelieved. In heary utilization conditions,either Quality of
Servicemeasuresr banningnon-essentiaraffic would provide betterservicefor the mission-critical
applications.That averageutilizationson datanetworks arelow shavs whatkind of connectionare
desiredby customersandhow highly they arevalued.In particular thelow utilization ratesdo throw
serioudoubtontheadvisabilityof mary Quality of ServiceapproachefOdlyzkol, Odlyzko2], which
appeato be motivatedby theassumptiorthatnetworks areheavily congested.

Low utilization ratesleadto greatopportunitiesfor higherquality or lessexpensve servicefrom
aggregationof traffic. If two businessustomerdiave 128Kbpslinesthatareusedat 70% of capacity
duringthe peakbusinesshours,relatively little canbe gainedby combiningtheir traffic streams.One

wouldstill need256 Kbpsof capacity Ontheotherhand,if they bothbehae like thebusines®f Fig. 4,



aggregatingtheirtraffic ona192Kbpscircuit would give eachonetheperceptiorof having adedicated
192Kbpslink. Onlargerscaleswith morecustomersgnvolved,thebenefitsaremuchgreaterandthey
underlietheeconomicf public networks.

Section8 presentgjuantitatve analysesf the reasondor low averageutilization ratesof data
networks,andarguesthatsuchrateswill persist.ThecompaniorpapeffOdlyzkol] suggestsomeways
to increasdahoseutilization ratesto someextent. However, it is unlikely thatdatanetwork utilization
rateswill ever approachthoseof the switchedvoice network. The key pointis that low utilization
may be technologicallyinefficient, but it may often be economicallyefficient whenthe total system
costis consideredIf a nevspapemdoublesthe capacityof the privateline betweerits editorial offices
andthe printing plant, the utilization ratewill dropin half. However, the staf may gain anextra half
hourto work onthe editionbeforeit goesto pressthe half hourthatis cut from the transmissiorime
of the electroniclayout. Whetherthatis worthwhile or not hasto be decidedby the manager®f the
businessandthe utilization rateis irrelevant. Whenwe seecompaniegoutinely payingfor lightly
utilized networks, we canconcludethatthey do valuethe ability to senddatain high speedoursts,and
thatshouldguideusin the designandoperationof networks.

Thispaperdocumentshelow utilizationlevelsof datanetworksmentionedabore (andsummarized
in Tablel). It is likely thatsomepeoplein the communicationgndustryunderstandhis already For
example,given the aggr@atesize of private line networks (see[Coffman(), the only way that the
MCI prediction(seeVint Cerf's presentationat [Cerf]) of datatraffic overtakingvoice traffic around
theyear2002canbe correctis if privateline networks areextremelylightly utilized.

Section®2 and3 discusavhatnetworksareto bemeasuredandthe unitsof measurementection
4 presentdataaboutswitchedvoice networks, to sere asa benchmarkn comparingvariousdata
networks. Section5 discusseghe backboneof the public Internet(i.e., thosebackboneghat are
accessibléo generalisers).Section6 presentslataaboutsomeresearcimetworks. Section? is devoted
to evidenceaboututilization of privateline networks. Section8 discussethereasonshatdatanetworks

arelikely to stayunderutilized Finally, Section9 closeswith somecommentsandconclusions.
2. What isto be measured, and why

Thefocusof this paperis onlong-termaverageutilization of long-haullinesin the dataandvoice
networks, the DS0, T1, T3, OC3, andsimilar lines that customersuchas ISPsleasefrom telecom-
municationscarriers. (Somecarriers,suchasAT&T, MCI, andWorldCom,both own suchlinesand

usethemto offer Internetservicego their own customersandalsoleasesuchlinesto othercarriers.)



Corporationsouilding privateline networks andthe majority of ISPsdependon suchleasedines,and
it is theeconomic®f this businesghat!| wishto explore. | will notdealwith theutilization of thefiber
network thatis usedto provide theseprovisionedT1, T3, andothercircuits (a fascinatingsubjectin its
own right).

| will consideronly U.S. datanetworks, althoughtherewill be somedataaboutinternationalinks
andinstitutions. The U.S. not only accountsor more than half of the traffic, but it alsohasmuch
lower transmissiorcosts[ITU, GMLCOBRS. Thereforeits datanetwork behaior is likely to fore-
shadav whatwill beseenin othercountriesn thenearfuture,asthey expandtheirtelecommunications
infrastructureandreduceprices.

Onlylongdistancdinks will beconsideredFor thevoice phonenetwork thiswill meannotlooking
at utilization of accesdinks, suchasthe copperwire from a houseto the nearestentraloffice or the
links from thecentraloffice to long distanceswitches For datanetworks,LANSs (Local AreaNetworks)
will alsonot be consideredn detail. They areanimportantpart of the picture,andarediscussedt
somelengthin [Odlyzko1], but in this paperthey will be mentionecdbnly briefly.

Themainreasorfor not consideringocal links is thattheir utilization patterngdiffer substantially
from thoseof long-haulfacilities. It is widely recognizedhatLAN utilization is extremelylow. Few
peopleappreciatgust how low it is. Thereare no comprehense statistics,but we will cite asone
examplethe University of Torontonetwork [Torontd. The main reasonfor selectingthis academic
institutionis thatits network is unusuallywell instrumentedyith statisticscollectedfor all important
segmentsanddisplayedwith the MRTG programof Oetiker andRand[MRTG]. Torontois not prof-
ligate with network resourcesasits Internetlink is unusuallycongestedaswill be discussedater),
andsoaremary of its internalWAN links. Still, theaverageutilization of its 173 Ethernetsduringthe
weekendingat 4 pm on SundayMarch 8, 1998,was1.1%. Only 24 Ethernetdhadaverageutilization
levels over 2% during that week. Graphsdo shav occasionabkpikesin usage(the reasorfor having
all thatbandwidth),but they tendto be short. Evenif we take the maximalutilization level for each
Ethernetduringary 30-minuteperiodover thatweek,andaverageit overthe 173 Ethernetsye find it
isonly 8.7%.

The graphsof network usagethatareincludedin this paperaretypically for SundayandMonday
Thereasons to shav thedifferenttime of dayandday of theweekpatternsof traffic loadson various
networks. Theimplicationsof thesimilaritiesanddifferencesn suchpatternsarebeexploredatgreater

lengthin [Odlyzkol, OdlyzkoZ2)].



3. Conversion factors

It will be corvenientto statesomecorversionfactorsbetweendifferentunits and betweenthe
bandwidthof a connectiorandthetraffic carriedby thatconnection.

Voiceonthephonenetwork is carriedin digitizedform at 64,000bits persecond We will beusing
the computeilindustrynotationin which Kbps= kilobit persecond,1024bits persecond.To keepthe
presentatiosimple,we will saythateachchannetakes64 Kbps. Theinaccurayg thiswill introduceis
minor.

Eachvoice call occupiestwo channelspnein eachdirection, so takes up 128 Kbps of network
bandwidth.Thusoneminuteof a voice call takes60*128*1024bits, or 960KB (kilobytes).Rounding

this off, we get
1 minuteof switchedvoicetraffic ~ 1 MB.

(Compressioranreducehatto amuchsmallerfigure,andis usedto someextenton high-costinterna-
tional circuits,aswell ason somecorporateprivateline networks. As far asthe network is concerned,
thoughi,it is carryingl MB of digital datafor eachminuteof avoicecall.)

A T3 (or DS3)line operatesat 45 Mbpsin eachdirection,sothatif it werefully loaded,it would
carry90 Mbps. Over afull monthof 30 days,thatcomesto 29 TB (terabytes]10'? bytes).We will say
that

full capacityof aT3 link ~ 30 TB/month.
A T1line (1.5Mbps)is 1/28-thof a T3, andwe will saythat
full capacityof aT1 link ~ 1 TB/month.

4, Switched voice networks

It is interestingo notonly estimateutilization levels of variousdatanetworks, but alsoto compare
themwith the circuit switchednetwork. The book [Kesha] is an excellentsourcethat contrastghe
technologiesnvolvedin thesetypesof networks. However, no comprehense descriptionof how they
areusedappearso exist.

Figurel shaws thetypical traffic patternon U.S. switchedvoice networks. It is derived from Fig.
1.13of [Ash]. This graphaggreatesall the phonecalls over the four time zonesof the continental

U.S., aswell asthe comparatiely small numberof calls to Hawaii, Alaska, and other places. (For



moredata,including calling patternsin smallerregions, see[Ash].) Voice networks, suchasthat of
AT&T, areengineeredo provide a low-costsolutionto all normaldemands.This meansthat mary
callsmay getblocked in casef an earthquag, say but even peakhour demandsiuring the busiest
days,suchasMother's Day or theMondayafter Thanksgiing, areaccommodated-or example to cite
asmallsampleof thedatain [Ash], on Monday Dec. 2, 1991, whichwasthebusiestdayfor the AT&T
network until then,of 157.5million calls,only 228 wereblocked on intercity connectionsin spiteof
this, the averageutilization of long distancdinks in the switchedvoice network is closeto 33%, asis
explainedin [CoffmanO],basedon datafrom [Ash]. This efficiency comesfrom carefulengineering
(usingtechniguesuchas RTNR, Real Time Network Routing[Ash], that route calls betweenNew
York City andPhiladelphiahroughChicagowhensparecapacityis available on thoseroutes),from
the smootherand more predictablenatureof voice traffic in general,and the predictablegrowth in
demandor voice services An importantcontrilutor to the high averageutilization of voice networks
is the sharingof this network amongseveral classesof userswith different calling patters,a point
exploredat greatedengthin [Odlyzkol, Odlyzko?2).

Averageutilizationsarefar lower if oneconsiderghe entiretelecommunicationiaetwork. There
are extensve circuits that exist to provide servicein caseof fiber cuts and similar outages. These
circuits have large capacity but they are usedto protectdatacircuits aswell asvoice lines, andare

outsidethe scopeof this paper
5. Thepublic Internet

The Internetis slow, asanyonewho surfsthe Web canattest. However, it hasprovedimpossible
so far to producea simple descriptionof wherethe problemslie. (For the mostthoroughstatistical
studyof Internetperformancecurrentlyavailable,see[Paxson).) Many of the problemsarewith the
seners. However, the generalimpressionis that the backbonesre seriouslycongested.This view
is supportedby studiesof comparatre backbonegerformancewhich do shav substantiatlifferences
in performanceamongdifferentISPs. This view is alsostrengthenethy datasuchasthatof Fig. 2,
shawing traffic througha major public exchangepoint on the Internet. The flat serviceprofile seen
thereis characteristiof demandexceedingsupply Similar flat serviceprofilesare seenin the data
for otherpublic exchangepoints (available through[CAIDA, NLANRY]), aswell asfor someother
congestecdhetworks (seeFig. 8 later which shavs saturatioron thelink from the U.S.to Switzerland
betweerd in themorningand7 in the evening, Swisstime). Therearereportsof paclet lossratesof

over 30% during peakperiodswhentransitingthe NAPsand MAEs, althoughthereis disagreements



asto whethertheselossesare causedoy paclets being droppedat thesetransit points, or delaysat
thosepoints causingtimeoutsin various TCP implementations.Traffic patternson large backbone
links appearto follow the sameflat patternsuggestie of saturationasis shavn in Fig. 3 (basedon
datafrom [ThompsonMW).

While the datacited abose doessuggestextreme congestion,someof it raisesquestions. For
example,the traffic profile on the MCI OC3link of Fig. 3 is flat, but the averagetraffic (averaged
over the full weekof August24 to 30, 1997, including datanot shawvn in Fig. 3, but presentedn
[ThompsonMW) is 30.0Mbpsin onedirectionand32.7in the other Sincean OC3 hascapacityof
155 Mbpsin eachdirection,the averageutilization of this link is only 20%! Evenif onelooksatthe
5-minuteaveragesthe highestseenon this OC3link duringthe weekcoveredby [ThompsonMW is
60.3 Mbps, lessthan 40% of capacity (For the trans-AtlanticT3 link in [ThompsonMW, average
utilization is about42% for the U.K to U.S. direction,and 56% the otherway, with mary 5-minute
averageshaving saturatiorof the eastvardlink.)

Kerry Coffman and | have studiedthe publicly available information aboutinternetbackbones
[Coffman@. Our estimatewasthat at the end of 1997, the traffic throughthesebackbonegotaled
between2,500and 4,000 TB/month, and that the effective bandwidthwas around75 Gbps, which
givesaverageutilization of betweernl 0% and16%. (Effective bandwidthwascomputedoy addingup
thecapacityof thebackbondinks, whichcameto 2,100T 3 equivalents anddividing by 2.5,to account
for atypical paclet traversing2.5 backbondinks betweersourceanddestination.)

Thereare mary uncertaintiesaboutthe estimatesin [Coffmand. However, they appearto be
in the right range,basedon feedbackfrom varioussourcedn the industry They also appearto fit
estimatesnadefor somenetworks separatelyFor MCI, their publicly declaredraffic of 170 TB/week
attheendof 1997 togethemwith the estimateof a backboneof about400 T3 equivalents producesan
averageutilization estimateof 15%(againassumin@.5backbonéopsperpaclet). (TheMCI Internet
transporis providedby their ATM network, sol amtakingsomelibertiesin interpretingt asif it were
aroutednetwork of point-to-pointcircuits.)

Fromthedatain [Coffman(, it appearshataverageutilizationof Internetbackbonesasdecreased
betweerthemiddleof 1996andtheendof 1997.Thisis consistentwith reportghatnationalbackbones
have becomelessof a problemand are providing high quality serviceon their networks with low
latencieslow jitter, andlow pacletlossrates.Thismayhave beenaresultof ISPsdeliberatelytrying to
provide betterservice.They mayalsohave overestimatedraffic demandandoverhuilt their networks,

sincelnternettraffic grew muchfasterin 1996thanin 1997[Coffmand. They mayalsobe preparing



for muchgreatertraffic in the nearfuture, with the developmentof new applicationssuchas paclet
telephon, anda large scaleshift of privateline traffic to the Internet. Someof this buildup may also
be causedy mary morelSPsbuilding nationalbackbonesandmoving to high speedinks in orderto

meetcompetitve pressures.

6. Research networks

Theprevioussectiondiscussedhe public Internet,namelythosepartsof the Internetaccessibléo
generaluisers We next look ata mixedcase pamelythe Internetasit wastransitioningfrom aresearch
network to acommerciakenterpriseandthenat somepastandcurrentresearcmetworks.

NSFNet provided the Internetbackboneuntil the phasingout of that programin April 1995.
Hearsaysuggestshut theredo not seemto be ary firm statisticsto substantiatehis, that through
theendof 1994NSFNetwascarryingalmostall of thenon-militarybackboneraffic. (Carrierssuchas
UUNet,PSINet,andBBN startedo build new privatebackbonesndexpandexistingonesatthattime.
Therewerealsorestrictedresearcmetworks in existencethen, but they appearo have beensmaller
andaccesso themwasmuchmorerestrictedhanto NSFNet,which wasalreadycarryingmuchcom-
mercialtraffic.) Statisticson NSFNets performanceareavailableat[NSFNel. They shawv thatatthe
endof 1994,the 19 T3sin the NSFNetbackbonevereoperatingat about5% averageutilization. The
T3sreplacedl 1s completelyby the endof 1992,andgiventhe 100%annualgronth ratesof NSFNet
traffic, they musthave beenutilized at aboutl1% of capacityinitially.

A morerepresentate view of NSFNetsoperatioris probablythatpresentedh thestudy[ClaffyPB],
basedon the NSFNets T1 backbondn May 1992. This appeargo be the only careful study of uti-
lization patternson NSFNet(andthe only studyof this kind sincethe work of Kleinrock andNaylor
[KleinrockN] on ARPANEet, the precursonf NSFNet two decadegarlier). Theaverageutilizationrate
of all theT1swas15.5%duringtheweekof May 10-17,1992. The maximum15-minuteaverageload
ontheentireT1 network was27.1%. Consideringsinglelinks separatelythe highestweekly average
utilization ratewas35%,andthe highestl5-minuteaverageload was89%.

The[ClaffyPB] studywascarriedoutontheT1 network while NSFNetwastransitioningfrom T1s
to T3s. Thestatisticsn [ClaffyPB], whencomparedo thosefor theentireNSFNetat[NSFNei shav
thatthe T1s carriedabouta third of the NSFNetbackboneraffic in May 1992. Giventhe growth in
traffic on NSFNet,it appearghattheloadonjustthe T1sin May 1992wascomparabléo thaton the
entireNSFNettowardsthe endof 1990,which is whenthe whole network consistequst of T1s. Thus

it seemghatanaverageutilization rateof around15%wasregardedastolerable but thathigherrates
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would have producednadequat@erformanceén thatervironment.

Finally, we considera modernexperimentahetwork. WhenNSFNetwasprivatizedin 1995,NSF
establishedhe vBNS network for researchprojectsin high performanceeommunicationslt appears
to have the largestcapacityamongresearchmetworks, with OC12 bandwidthon most connections,
andtotal bandwidthof all links around250 T3 equivalents. In comparisontherewereabout2,100
T3 equivalentsin all the commercialinternetbackbonest the endof 1997, while the NSFNetback-
bonehadonly 19 T3sin 1994, and several corporateprivate line networks have over 20 T3s today
VBNS doesprovide excellentperformancewith roundtrip timesbetweenEastandWestcoastof 70
milliseconds. Thatlateng is suficient for all voice andvideo applicationghatarebeingdeveloped,
providedit canbe obtainedon a sustainedasis.(The speedof light throughfiber putsa lower bound
of 40 millisecondson suchroundtrip times. Thusthereis little pointin dreamingup applicationghat
requiresmallerlatencies.Laws of naturehave to be obeyed!) vBNS appearso provide suchlateny
consistentlyOn mary days,the maximalroundtrip time recordeds under100milliseconds.(For de-
tailsontestingandperformancef vBNS, seethe paper{MillerTW ] andthe statisticson the Webpage
[VBNS].) WhatvBNS hasnot establisheget is whetherthe excellentperformancét providescanbe
scaledto largerandmoreheavily utilized networks. (Thetraffic on vBNS is nottypical of the public
Internet,andin particularhasmary fewer distinct flows, which helpsthe underlyingATM network
provide goodservice.)

vBNS s lighty utilized, althoughtraffic is growing, with moreinstitutionsjoining. All traffic goes
throughthe ATM interfacesto Ciscorouterswhichin early 1998wereall of OC3speeds155Mbps.
During the week endingon May 10, 1998, the highestweekly averageutilization was in Chicago
(12.8%incomingand 24.0%outgoing). The averageover the 16 interfaceswas 4.5% for incoming
and5.6%for outgoingtraffic. (OnvBNS, aswell ason othernetworks,incomingandoutgoingtraffic
volumesdo nothave to beequal sincemulticastingis alargefactor) SincetheseareOC3interfacesto
anOC12network, it appearshatif theaveragepaclet took theequivalentof two hopsonthebackbone
(thisis abit of stretch first becausef multicasting,andseconecauseBNS traffic is carriedby the
MCI ATM network, but we canimaginehow the network would runif it wentthroughrouters),then

theaverageutilization rateof thelinks wasunder3%.

7. Privateline networks

Little hasbeenpublishedaboututilization of privatelines, eventhoughthey form the bulk of the

long distancedatanetworking “cloud,” asis shavn in [Coffman. Existingsourceghatdo mention
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utilization ratesexplicitly tendto claim that theseratesare high. For example,aswas mentioned
in the Introduction,[Leida] estimateghat dedicatedbusinessconnectiongdo the Internetarerun at
34%of capacity Somepassage [TeleGeographyimply thatat leastfor internationalprivatelines,
utilizationis very high. Ontheotherhand therearealsosomeindicationsthatcorporatedatanetworks
arelightly utilized. For example,the article [Robert$ reportsthat the network of GMAC Mortgages
hadlessthan5% utilization even during peakperiods(althoughthis wassupposedo be atemporary
condition). Several otherarticlesin magazinesuchasData Communicationgr NetworkComputing
mentionsuccessfulmplementation®f IP telephoy over private line or FrameRelay networks that
werelightly utilized. Thusit appeardrom thesepublicationghatuncongestedetworks might not be
uncommon.This sectionshavs thatuncongestedetworks arenot only uncommonbput aretherule.

Most of the evidencefor low utilization of datanetworks that | have collectedhascomefrom
network managershatwish to identify neitherthemselesnor their emplo/ers. The mainexceptionis
Bill Woodcockof Zocalo,aregionallSPbasednthe WestCoastwho providedextensve statisticson
dedicatedousinesdinesto the Zocalonetwork for severalmonthsin the fall of 1997. Table2 shaws
the utilization ratesfor all suchlines comingin to one particularZocaloPoint of PresencgPoP)in
NorthernCalifornia during the week endingNovember29, 1997. (To protectthe privacgy of Zocalo
customerandalsoZocalos competitie position,the exactlocationis not disclosed.)The bandwidth-
weightedaverageutilizationsfor thelinesin Table2 are1.6%for receve and 1.2%for the transmit
sides.

It is very hardfor asinglesetof statistics suchasthatof Table2, to representairly thecomplicated
picture of private line utilization. Zocalo data,aswell asdatafrom otherserviceproviders, shavs
thatthereis oneclassof customersvho consistenlyusetheir dedicatednternetaccesdines at high
rates,namelyISPs. By aggr@atingtraffic from mary sourcesthey canobtainmuchhigheraverage
utilizations. Dial ISPs(thosewhich serviceresidentialdial-up customersyometimesalso overload
their lines,whenthey do not worry aboutpraviding high quality of service.Table2 containsdatafor
just onedial ISP line (thelastentry with the heariest T1 usagen this collection),andthis particular
customethasan unusualconfigurationthat leadsto erraticusagepatternstypically heavier thanthat
for the weekcoveredby thattable. Fig. 6 shavs the traffic patternfrom anotherdial ISP with a 768
Kbpsline. ThatISP hasaverageutilization rateof about40%.

Additionaldatafrom ZocaloandotherlSPssuggestshataverageutilizationsfor dedicatedusiness
connectiongo thelnternetarehigherthanthoseof Table2 (evenif oneexcludesiSPcustomers)gloser

to 3% over afull week.However, thereis tremendousariation.
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In additionto ISPs,thereis at leastone otherclassof customeravho often have reasonablyhigh
utilization rates,namelyacademidnstitutions. As an extremeexample,considerFig. 8. It shawvs the
traffic patternonthetrans-Atlantic8 Mbpslink from the SWITCH network thatsenesSwissacademic
andresearclinstitutions]Harms,SWITCH]. ThedirectionfromtheU.S.to Switzerlands saturatedor
mary hourseachday andweeklyutilizationin March1998wasabout50%for thatsideof thelink, and
20%for thereversedirection. (OtherSWITCH links, to Europeametworks,aremuchlesscongested,
presumablyreflectinglower costs.See[SWITCH].) Fig. 9 shaws thetraffic patternfor the University
of Torontoconnectiorto the Internet,whichin Februaryl 998hadweekly averageutilizationsof 57%
for the receve and 45% for the transmitside. Suchhigh utilizationsin academicsettings,which
are experiencedoy large populationsof studentsandfaculty andwhich arealsomuchmorereadily
availablethancorporatéraffic statisticsmay be contrituting to the widespreadmpressiorof general
heavy utilization of privateline networks. However, evenin academidherearemary examplesof low
utilizations(even asidefrom experimentahetworkslike vBNS, discussedh Section6). For example,
Fig. 10 shaws the traffic patternon the T3 link to the Internetfrom ColumbiaUniversity Therethe
averageweekly utilization is about11%for the receve andabout9% for the transmitside. A similar
picturecanbe seenin the PrincetonUniversity statisticsat [Princeton), whosetwo Internetlinks with
aggregatecapacityof 31 Mbpshadaverageutilizationsin May 19980f 13.4%o0n the incomingsides
and6.2%on the outgoingsides. (It is worth emphasizingpncemorethatlow utilization ratesare not
necessarilya symptomof waste. Giventhe pricing schedulegor Internetaccessit may very well be
lessexpensie for Columbiato have alightly utilized T3 thanseveralheavily loadedT1s. Thispointis
coveredmoreextensiely in Section8.)

The relatively flat usagepatternsof academidnstitutionssuchasthosein figures9 and 10 may
alsobe contrituting to the impressiorthat suchpatterngoredominateamongall datanetworks. How-
ever, mostcorporatenetworks shav patternssuchasthoseof figures4 and7, with mostof thetraffic
concentratediuringthe businesslay Eventhe SWITCH network of Fig. 8 shaws this pattern,either
becaus&wissstudentandfaculty have differenthabitsthanNorth Americanones,or elsebecauséts
traffic is dominatedoy commerciakesearctestablishmentsThe implicationsof suchpatternsof use
areexploredfurtherin [Odlyzkol, Odlyzko2].

The mainreasorfor discussingnternetlinks so extensiely is that| wasableto obtainextensve
collectionsof statisticson them. | have muchlessdataabouttraditional private line networks. In
particular somepeopleclaimthatSNA networks(thetraditionalmethodor carryingmainframetraffic)

might have higher utilizationsthan IP networks, but so far | have no solid evidenceof that. For IP
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networks,theevidencepointsto utilization ratesin the 3-5%range.As anexample thelarge corporate
IP network profiledin Fig. 7 hasaverageutilization of about4% over a full week.

Most of the privateline networksthatl wasableto obtainstatisticsfor wereactuallycomposeaf
FrameRelaylinks, probablybecausérameRelaynetworkstendto be betterinstrumentedThe Frame
Relaynetworks aresemi-public,meaningthatthe traffic from mary customerss carriedon the same
network from a serviceprovider like AT&T or MCI, but almostalwaysconnectssiteswithin the same
organization.(AlthoughsomecarriersareintroducingSVCs,switchedvirtual circuits,almostall traffic
is currently carriedon PVCs, permanentvirtual circuits, which provide point-to-pointconnections
only.) The FrameRelaybusinesds growving at aboutthe samerateasthe Internet,namely100%per
year andis doingthatpartially by cannibalizingraditionalprivateline business Customerpayfor a
port to the network, which imposesan absolutdimit on the rateat which they cansenddatainto the
FrameRelaynetwork, andfor CIR (CommittedinformationRate),which is the ratethat the service
provider promisego carry successfullyto the destination.(Burstsabove the CIR may be discardedf
thenetwork is congested.Yypical arrangementarethatthe CIR is half or a quarterof the port speed.
(For more details,andthe advantagesand disadantagef FrameRelay services,see[Cavanagh.)
Theaverageutilization of portsappears$o bearound3%. Thehighestutilization | have seenwas12%.
It occurredn thevery expensve internationalmulti-continental gven) network of FrameRelaylinks
for alarge corporationwheretherearestrongincentivesto utilize transmissiorcapacityheavily, even
atthecostof quality of service.

Mostof thehardevidencel have collectedsupportestimate®f averageutilization ratesfor private
line networks of around3% or at most4%. | am more comfortablemaking an estimateof 3-5% to
compensatéor several factors. Oneis the the lack of knowledge of somenetworks, suchas SNA
oneswhichmaybemoreheavily utilized. Anotheroneis thatalthoughFrameRelayportsareutilized
only around3% of their capacity their much lower cost comparedto traditional private lines, and
higherlateny aparentlyoftenleadcustomergo usea port largerthanthe privateline it replaceqsee
[Cavanagh). This suggestshatleasedines mightbeutilized moreheaily thanFrameRelayports.

Sofarl have presentedrgumentdor low utilization ratesfor privatelinesbasecon measurements
for somenetworks andextrapolationdrom thatto the entiredatanetworking universe.Anotherstrong
argumentin favor of the estimateof low utilization ratesfor private lines comesfrom looking at the
total amountof datatraffic. The bandwidthof all the privatelinesis large, comparabldo thatof the
voicenetwork [Coffmand. If thosdineswereutilizedmuchmoreheaily thanthe3-5%rateestimated

above, therewould be a hugeamountof datatraffic. However, mostof the private lines are usedby
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the large companiesthosein the Fortune500. Although their datatraffic is growing explosively, it
is not all thatlarge yet. Lew Platt, the CEO of Hewlett-Packard,statedin a Sept. 1997 pressrelease
thatthe HP Intranetcarriedabout10 TB/month. (A similar statemenby Platta yearearlierclaimed5
TB/month,shaving thatHP experiencedhe commonl00%annualgrowth ratein theirtraffic.) Nortel
wascarryingaboutl5 TB/monthat the endof 1997, with growth ratesof 80%for the previousthree
years(private communicationfrom Terry Curtis, who is in chage of Nortel networks). Thereare
several othercorporationswith networks aboutaslarge asHP's or Nortel's. The collectve revenues
of the Fortune500 are around$5,000B, while thoseof HP areabout$40 B, with Nortel (which is
notincludedin the Fortune500asit is a Canadiarcompany) at $15 B. Extralopatingfrom theseand
otherexampleswherel have estimategor total corporatdraffic, it appearsinlikely thattherecouldbe
morethan3,000to 5,000TB/monthof traffic insideall corporationsn the U.S.. However, that3,000
to 5,000TB/monthestimates exactly whatone obtainsby combiningthe 3-5% estimatedutilization
rateof this papemwith thebandwidthestimateor all privateline networks of [Coffman(.
Anotherargumentfor low utilization ratesfor privatelinesis basedon pricing. This is discussed
at greaterlengthin [Odlyzko1]. If privateline utilization rateswere high, costsof transportingdata
over themwould be very low, muchlower thanover the Internetor even over FrameRelay However,
all communicationindustrysourcesgreethatFrameRelayis usuallylessexpensve thanprivateline,

andthatVPNs(Virtual PrivateNetworks)over the public Internetareevenlessexpensve.
8. Data networkswill stay lightly utilized

Although higher utilizations than are prevalent today should be achievable (asis discussedn
[Odlyzkol, Odlyzko2)]), it seemdikely that datanetworks will continueto be utilized muchlessin-
tensiely thanthe switchedvoice network. Someof the inherentinefficiengy of datanetworks comes
from their voice heritage.A phonecall is giventwo symmetricchannelseachof 64 Kbps. Although
normallyonly onepersonspeaksatatime, it is thefew momentsavhenbothdo thatareoftenmostim-
portantin conveying information. Thushaving afull channeffor eachpersonwvasareasonablehoice
whencalls invariably meantvoice calls andtechnologywasnot up to doing compressioreffectively.
As aresultof thatearlydecision datalinesarealsosymmetric.This leadsto substantiainefficiencies
in aworld wherea dataline connectgwo computers.This canbe seenin Fig. 8. Clearly SWITCH
customersvould be muchbetteroff if insteadof having 8 Mbps of capacityin eachdirectionacross
the Atlantic, they had 12 Mbps going Eastandonly 4 Mbps going West. Anotherexampleis that of

off-site emegeng backuplines. Typically thesearerun at night, andcarry datafrom a university or
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corporatesite to somedistantstoragefacility. Thereturnpathis almostnever used,but crucialwhen
disasteistrikes,anddatahasto berestored.In sucha setting,a half-duplex link would be muchmore
efficient.

Theinefficiengy createdby forcedsymmetryof datalinesis lessof a problemin large backbone
datanetworks like thoseof the Internet,wherea mix of traffic sourcegproducesa roughbalanceput
it is still a problem.Noticeableémbalancesanbe seenevenon largetrunks,suchasontheMCl OC3
Internetbackbondink profiledin [ThompsonMW, wherethe patternsof traffic to the southandto
the north do differ. (Theimbalancen the two directionsis hugeon the US-UK T3 link describedn
[ThompsonMW. Thisimbalancds attributedto mostWebsenersbeinglocatedin theUS.) However,
theinefficienciesresultingfrom suchtraffic imbalancesrehardto eliminate.

Symmetryof datalinesis probablyaminor contritutor to the overallinefficiengy of datanetworks.
Much moreimportantarethe natureof datatraffic andthe extraordinarily high ratesof changeand
growth in theindustry

Datatraffic is muchburstierthanvoicetraffic. During a peakhour, the U.S. voice networks carry
aroundtwo million simultaneousalls, with tensof thousandf calls being processedy a single
switch. Underthoseconditions,additionof one more call hasa minor effect on the behaior of the
network. On the otherhand,a singleworkstationcangeneratealatatraffic in the tensof megabitsper
secondwhichis noticeablavhenmostof the Internetbackbondrunksare45 Mbpsor 155Mbps. The
bursty natureof traffic on corporatedatanetworks canbe seenin Fig. 4, which wasalreadydiscussed
in thelIntroduction.Thetraffic profile ontheline picturedin Fig. 4 lookssmoothemwhenoneconsiders
hourly averagesasis donein Fig. 6 of [Odlyzkol]. It is still very bursty and onemight think this
burstinesds causedy thelow capacityof theline (128 Kbps). However, even high capacitylinesdo
not have smoothtraffic profileswhenoneconsidershorttime scaleg-or example,Fig. 5 shavs traffic
onanOC3link in theMCI Internetservicewhenaveragedyver 5-minuteandonehourintenals. (This
is the samelink for which hourly averagedn thereversedirectionareshavn in Fig. 3, andthe data
shawvn herearethosein [ThompsonMW.)

Evenwhenindividual computerdimit their datatransferspeedstheresultingtraffic is notasnicely
behaed asvoicetraffic. It is now widely acceptedhatdatatraffic is self-similar[LelandTWW] (see
[FeldmannGWHK for latestresultsandmore completereferences)This meanghatastransfersrom
mary sourcesare aggr@ated,thereis somesmoothing,but muchlessthanon the voice network. It
seemghattherearefundamentalimitationson the efficiengy thatcanbe achieved on datanetworks.

Thework onself-similarityof datatraffic shavsthatthe usualproceduref looking atjust5-minute
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or 1-houraveragesof traffic is not adequateo understandvhatgoeson. Oneshouldstudytraffic on
millisecondtime scales but thatis currentlydoneonly in a few experimentalsetups. Networks are
engineeredbasedn cruderaveragesandthe usualrulesonehearsaboutin high quality networks are
of theform “a T1 link hasto be upgradedf hourly averagesexceed50% of the capacityover more
than5% of the businessours’ For Internetbackbonesa commonrule [Gareis$ is that“during peak
periods,anlSPshouldhave atleast30 percento 40 percenbf sparebandwidth.Thegoodnewsis that
mostprovidershave 50 percentor more” (Unfortunatelythereare mary subtletiesin definingspare
bandwidth soit is hardto interprettheseclaimsprecisely)

In corporatenetworks, datatraffic is concentratediuringregularbusinessours,ascanbe seenin
Fig. 7 (andfigures6 and7 of [Odlyzkol]). Theusualrule of thumbis thatthe busyhourcarriesabout
onesixth of theday's traffic. Sincethereis verylittle weelendtraffic, this meanghatthetraffic carried
in a168-houmweekis equivalentto thatcarriedover about30 hoursof runningat peakhourutilization.
If averagepeakhourutilizationwere50%,thatwould produceaverageutilization over thefull weekof
9%. Thisfigurewouldgo upto 12%if peakhourutilization of 70% couldbetolerated.

A commonrule amongnetwork managerappearso beto upgradea T1 link whenits peakhour
utilization exceeds50% or 55%, anda T3 whenits utilization exceeds/0%. Any large network typ-
ically hassomelinks running closeto thesethresholds.As a result, managersisually overestimate
how heavily their networks are usedandthat may be one sourcefor the commonperceptionof 70%
utilization. (Network managerslsoappeato overestimateheutilization of their LANs, againbecause
they reactto the“hot spots”thatrequireaction,anddo paylessattentionto the bulk of theirfacilities.)

Designersf private line networks usually estimateaverageutilization betterthan network man-
agergdo. Thereasoris thatthey tendto rely on designrulesthatspecifypeakhour utilization of 15%,
20%, or 30% (to quotesomecommonfiguresthat | have heard,which vary dependingon expected
applicationsandlink capacities).If the peakhour utilization is 20%, thenin a corporatesettingthe
averageweekly utilization will beunder4%.

Why would oneplanfor peakhourloadof 20%,wheneven T1lscommonlybehae well with 50%
loads?Datatraffic is not only bursty but it grovs muchfasterandin lesspredictablevaysthanvoice
traffic. While the load on the switchedvoice network hasbeengrowing about8% a yearrecently
capacityof privateline networks (andthereforepresumablytraffic on them)hasbeengrowing around
15%to 20% a year [CoffmanO]. The Internetappeardo be growving about100%a year now, and
hasgrown at thatratefor at leasta decadewith the exceptionof 1995and1996whenit appeargo

have grown about1,000%ayear SeveralcorporationssuchasHP andNortel, bothmentioneckarlier
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reportthattheirinternallP traffic hasbeengrowing aboutl00%ayear Not only is thatgrowth farmore
rapidthanin the switchednetwork, but it typically is uneveninsidea corporationasnew servicesare
deplo/ed. Furthermorejnstalling new capacityis a slow processwith waits of up to a yearreported
for privateline T3s, and someorderslost or simply not filled. In this ervironment,whereinternal
customersreconstantlyscreamingbouttheir “mission-critical” applicationgequiringbetterservice,
it is prudentto overprovision. If capacityis too high, thatis just someextramoney. If capacityturns
outto betoolow, onecanloseimportantbusinessandgetfired.

The naturaltendeng to build in adequatesafetymaigins is aggreated by the lumpy natureof
network capacity Whathappensvhena T1 becomesverloadedwhich probablymeansdts average
utilization over aweekapproache&0%)? Typically a secondTl'1 is putin. This reducedraffic loadto
half of whatis consideredolerable.Let usassumehattraffic increasesmoothlyat 100%ayear Then,
afterayearbothT1swill befull. At thatstageathird T1 will beputin, andafterafurther7 monthsa
fourthone. At theendof thesecondyearall four T1swill befull. At thatstagehowever, usuallyaT3
will beputin andthe T1sremoved (unlessthereis needfor redundantinks for higherreliability). The
reasonis thatmostrouterscurrently cannotbalancethe load on morethanfour T1s. This requiresa
replacemenof four T1soperatingat full load(i.e., 10% of capacity)by asingleT3 operatingat 1.4%
of capacity After oneyear the utilization level on that T3 will be up to 2.8%, after anotheryearat
5.6%,andafteryetanothelyear it will betimeto putin asecondl 3. However, if we look attheentire
5-yearperiod,startingwith a singleoverloadedl 1 andendingwith a singleoverloadedT3, a simple
calculationshavs the averageutilization level (weightedby capacity)will be muchlessthanthe 10%
onemight have expectedcloserto 5%.

The extremeexampleabore is causedartially by the deficieng of currentrouters.However, even
afterthis defectis eliminated(asit is supposedo besoon)asimilar problemwill existin aform thatis
only slightly milder. A T3 hastraditionallycostabout8-10timesasmuchasaT1. (Therecentshortage
of capacityappeardo have pushedup T3 prices,but let usnot take this into accountasthisis likely
atemporarycondition. Similar jumpsin priceby 8 or 10 areobseredin goingfrom 56 Kbpscircuits
to T1s, presumablyndicatingthe reducedcostsof providing high capacitylines. See[FishlburnQ for
dataon privateline pricesandfurther discussion.)This meanghat onewould not install (exceptfor
redundang reasonsmorethan7 T1s. In practice,given the cancellationfeesin terminatinga T1,
aswell asthe leadtime for installing T3s, onewould probablynever go to morethan6 T1s before
switchingto a T3. However, whentraffic from 6 T1s, eachoperatingat 10% of capacity is movedto

a T3, capacityutilization dropsto 2%. Thetraffic profile for ColumbiaUniversity shavn in Fig. 10,

18



suggestshat (at leastfor the two daysshawvn there)it could be accomodatethy 7 T1s. However, if
fractionalT3 accesgs notavailable,thenit is lessexpensie to have amostlyemptyT3.

The voice phonenetwork doesnot suffer from the lumpy capacityof datalines. Additional con-
nectionsbetweeE switchesareaddedn T1 incrementg24 voicelines),andsincea 4E hastensof
thousand®f lines,capacityis almosta continuousvariable.However, thereareotheraspectsn which
thevoice network alsohaslumpy capacityinefficiencies(in switching,for example).Furthermorethe
smallincrementsof transmissiorcapacityin the voice network carry their own heary burden,since
they malke it impossibleto lower costshby goingfor higherbandwidthpipes.

In lessthana decadeNSFNetwentfrom 56 Kbpscircuitsto T1 andthento T3 trunks. Suchjumps
by factorsof almost30 in eachcasearelarge, andmeanthatthe upgradedinks will be underutilized
for alongtime. This underutilizationcanbe overcometo someextentby usingfractional T1 and T3
connectiongfor example the University of Waterloowentfrom 56 Kbpsto 128Kbps,to T1,andmore
recentlyto 5 Mbps,[Waterlogd), but thoseare usedlessoftenthanonemight expect,if onejudgesby
the statisticsin [VS], which shav relatively few fractional T1 links. As we move above T3 speeds
to OC3,0C12,0C48,and0C192,gapshecomesmaller makingthe likely underutilizationfrom this
sourcelesssevere. It will still be presentthough. WhenMCI upgradedheir Internetbackbonerom
OC3to OC12,their averageutilizationsmusthave droppedsubstantially It is even concevable that
not all the intermediatespeedon the OC hierarchywill be used. As wasmentionedabore, another
importantfactorappeargo be at work thatleadsto low utilization rates. The marketplaceappearso
favor constructingsystemsout of a few basicbuilding blocks, even whenthoseblock sizesare not
ideal for the taskat hand. LANs areincreasinglydominatedby 10 Mbps Ethernet,100 Mbps Fast
Ethernet,and (just starting) 1,000 Mbps Gigabit Ethernet,with 10,000Mbps Fast Gigabit Ethernet
underdiscussioralready Doesnt this leadto massive mismatchesn capacity?Shouldnt we have 4
Mbpsand16 Mbpsdevices?Well, we sortof did, with variousToken Ring technologiesfor example,
but they all seento befading,andthefew flavorsof Ethernetaretakingover. Standardizatioon afew
speedof a single protocolleadsto increasedefficieng in developmentand manufictureof devices
andsoftware. It alsosimplifiesthetasksof network managerswith only afew speedso worry about,
theirtaskof engineeringheir networksbecome®asierandthey canmanagehe networksmoreeasily
Overengineeringhe LANs doeswastebandwidth but savestotal systemcosts.

Similartradingof bandwidthfor simplicity of operationis seenin long distancedatanetworks. On
arecentday the averageutilizationsof the 16 OC3interfacesto vBNS variedby a factorof 20, and

peak3-minuteaverageutilizationsvariedby a factorof 40. Suchbehaior is not seenin the switched
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voice network.

Largejumpsin capacity(suchasgoingfrom 56 Kbpsto 256 Kbpsandthento 512Kbps,andfinally
to T1) alsoappeato fit well with theway our perceptuasystemworks. Oureyes,ears andothersenses
respondon a logarithmicscale,andso a smalljump in the speedof a connectionis not perceved as
offering muchof anadwantage Similarly, it usuallytakesalarge jumpin thespeeddf microprocessors
to persuadeustomergo upgrade.In light of this factor it is understandablthat even whenservice
providers offer a rangeof speedswith fine granularity only a few choices,correspondingo a few
multiplesof somebasicspeedareactuallyusedin large numbers.To selectintermediataangesand
keepupgradingthemastraffic increasesvould requireadditionaleffort from network managersand
would not be appreciatedby endusers.

Network managersiwayshave too muchto do. Traffic typically doubleseachyear andthereare
new andunpredictablelemandshaving up constantly Further provision of additionalcapacityhas
to fit in with the budgetcycle. As a simple example,considerthe utilization of Internetlinks at the
University of Torontoand Columbia(figures9 and 10). Columbiaprovidesa muchlesscongested
link. Onemighteasilyguesghisis becausé&€olumbiais richer Ontheotherhand,in dial-upservices,
it is the Columbiamodempool thatis consistenlysaturatedor mostof the day whereaghatat the
University of Torontohits capacitylimits for only brief periodson aregularday (Seefigures3 and4
in [Odlyzkol].) Thisinconsisteng in provision of dataservicesds likely causedot by relative wealth
of theseschools but by the budgetaryandhardwarecycles. The picture of datanetworking hasto be
modifiedto take into accounthe dynamicelementf the situation.

In the ervironmentof rapid and only roughly predictablegrownth, maximal efficiengy cannotbe
attained andsimplesolutionsthatwork areat a premium. We have seenthatin the examplesabore.
Bandwidthis substitutedor the carefulengineeringhatmalesourvoice network efficient. Sincedata
networking will continueits rapid grovth, we canexpectto seecomparablevolution in the future.
Bottleneckdik e theinability of routersto load-balancenorethanfour T1swill beremoved. However,
otherproblemswill appeain theirplace.For theforeseeabléuture,thedatanetworking scenas likely
to resemblehe currentone,with lots of lightly utilized capacityanda variety of bottlenecks.

The preferencdor usingsimplesolutionthatcanbe madeto work right away canbe seenat other
levels of the networking sceneaswell. SONETringswasteat least50% of their bandwidthto provide
protectionagainstfiber cuts. A mesh-basedolutionwould be moreefficient, but presumablywould
take toolongto engineerWe alsorun IP over ATM, in spiteof atleast20%overheactcost. At another

extreme,considerthe fax. It is ubiquitous,althoughone might think that email shouldhave madeit
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obsoletelt alsouseghenetwork extremelyinefficiently, typically transmittingustat9.6 or 14.4Kbps,
eventhoughit uses128 Kbps of bandwidth. Yet it thrives, sinceit providesa reliable serviceat low
cost,a servicethat canbe usedto reachmore peoplethanemail, say (And talking of inefficiencies,
how comewe do not have 28.8 faxes? Also, how comefiles on the Web are seldomcompressed,
asidefrom graphicsgventhoughthatwould speeddownloads?)Suchinefficiencieswould have been
unthinkablein the old voicetelepholy world, but they arecommonin the eraof rapidgronth. Evenif
theseinefficienciesareeliminated othersarelikely to take their place.

Werea Martian asled to designa datanetwork for us from scratchusingour currenttechnology
wewould surelynotgetwhatwe have. However, a Martianwould alsohave givenusneithertheNTSC

color TV systemnorthe DOS/Windows operatingsystem.
9. Conclusions

This papershavs that datanetworks are utilized at low fractionsof their capacity considerably
lower thanthe switchedvoice network. The questions whetherthis matters.

For designersof private line networks, low averageutilization is indeedirrelevant. Their task
is to find the mostefficient way to provide the connectiity that their clientsdependon within the
parametershey work in, namelyleasedinesfor exclusive useof thoseclients. If customersvantto
accomodatdursty datatransmissionsgoncentrateheir traffic during regular businesshours,andbe
freeto suddenlygeneratencreasedraffic loadswith new servicesthenutilization rateswill staylow,
andarejust partof the pricethathasto be paid.

Ontheotherhand,from amoreglobalperspectie, low averageutilizationsareimportant.Hereare
someexamplesof whatthey imply:

(a) With averagepeakutilizationsunderl15%on privateline networks,thereis roomfor squeezing
in paclet telephow calls. (If the peakhour utilizationswereconsistentlycloseto 70%, this would be
muchmorequestionable.)

(b) Privateline transports very expensie, andcorporationsansave by switchingover to VPNs
overthepublicInternet.(If averageutilizationswerehigh, thiseconomidncentive would beabsentas
privatelineswould be muchcheape}

(c) The corporateside of the ISP businesds muchmore profitablethanestimatesuchasthat of
[Leida] shaw, sincethey generatenuchlessbackboneraffic.

(d) Aggregation of corporatetraffic on the public Internetor the semi-publicFrameRelay and

ATM networks promisesmuchgreatersavings thanwould be the casefor heavily utilized privateline
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networks.

(e) Thereis lessdatatraffic thanis often estimatedn the basisof the aggrgatesize of datanet-
works(cf. [Coffman().

Theseandotherimplicationsof low utilizationratesof datanetworks(for example for provision of
Quality of ServiceontheInternet)areconsideredtgreatedengthin thecompaniormpaperfOdlyzkol]

andtheoverview papefOdlyzko2].
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Tablel: Averageutilizationlevels

network utilization
AT&T switchedvoice 33%
Internetbackbones 15%
privateline networks 3-5%
LANSs 1%
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Table2: Utilization levels (in percentof line capacity)on dedicatedbusinessustomelinesto a sey-
mentof the Zocalonetwork duringthe weekendingNov. 29, 1997. Maximal figuresreferto highest
hourly utilizations.

linerating ave.receve ave.transmit max.receve max.transmit

in Kbps utilization utilization utilization utilization
56 0.10 0.02 3.26 0.48
56 0.85 0.27 11.30 4.74
56 0.93 0.07 13.44 2.61
56 1.20 0.14 11.47 1.14
56 1.26 0.18 6.41 5.96
56 1.34 0.27 6.08 5.39
56 1.37 0.24 12.77 2.50
56 1.43 0.24 17.42 9.38
56 1.52 0.32 8.34 6.91
56 1.57 0.38 68.30 11.28
56 1.60 0.77 33.38 16.75
56 1.61 0.23 16.48 2.60
56 1.90 1.17 23.72 2.90
56 2.03 0.57 19.37 6.90
56 2.03 0.92 62.26 44.90
56 2.24 6.81 21.78 38.61
56 2.57 0.39 51.84 19.72
56 2.67 1.54 67.01 29.22
56 2.89 2.87 15.46 15.73
56 3.15 0.50 54.99 5.11
56 3.47 1.68 33.24 17.66
56 4.38 1.81 51.58 49.62
56 5.21 0.48 68.06 9.71
56 541 7.85 47.17 33.42
56 5.54 2.58 38.50 26.21
56 7.75 5.75 41.21 8.19
56 23.56 9.39 67.47 28.32
128 1.28 0.23 14.80 1.57
128 1.62 3.21 12.99 21.13
128 2.03 7.46 14.87 24.91
128 4.56 3.74 69.99 62.35
128 4.57 2.14 55.90 8.65
128 4.69 2.23 42.52 35.65
128 12.31 5.96 83.35 69.38
384 0.58 0.15 4.93 1.19
384 0.90 1.21 12.02 3.95
384 3.95 1.17 59.39 12.64
384 4.75 1.90 28.55 9.98
1536 0.05 0.02 0.49 0.72
1536 0.13 0.06 2.64 3.69
1536 0.23 0.11 2.43 1.44
1536 0.28 0.95 2.00 4.26
1536 0.33 0.09 2.58 2.29
1536 0.50 0.53 4.36 2.82

1536 5.73 4.748 52.70 35.34
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Figurel: Voicetraffic on U.S.long distancenetworks.
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Figure2: Traffic throughthe PacBellNAP, in megabitspersecondon Oct. 26 and27,1997. Pacific
Standardlime, 1-hourtraffic averages.
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OC3 Internet link utilization
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Figure 3: Traffic to the southon an MCI OC3 Internettrunk on August24 and 25, 1997. Hourly
averagesEasterrStandardlime. By permissiorof MCI.
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Figure4: Utilization of a 128 Kbps dedicatedusinessonnectiono the Internetduring February22
and23,1998.0nly traffic from thelSPto the customeiis shawvn. 5-minuteaverages.
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Figure5: Traffic to the northonanMCI OC3 Internettrunk on August24 and25, 1997. Simpleline
shavs 5-minuteaveragesline with circleshourly averages EasternStandardlime. By permissiorof

MCI.
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Figure6: Traffic to adial ISPin early1998,15-minuteaverages.
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corporate Intranet utilization
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Figure7: Averageutilization of T3 links in alarge corporateprivateline network. Hourly averages.

SWITCH trans-Atlantic traffic
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Figure8: Traffic onthe8 Mbpslink betweertheU.S.andSWITCH, the Swissacademi@ndresearch
network, during Februaryl and2, 1998. Thin line is thetraffic to Switzerland]ine with circlestraffic
totheU.S.. Swissstandardime. By permissiorof SWITCH.
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University of Toronto Internet traffic

10
|

Sunday Monday

megabits per second

249 6 iz is8 249 6 iz is8s 249
time in hours

Figure9: Utilization of University of Torontos 8 Mbpslink to theInternet,Januaryl1 and12,1988.
Hourly averagesEasterrStandardrime. By permissiorof University of Toronto.

Columbia University Internet traffic
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Figure10: Traffic on ColumbiaUniversity's T3 link to the Internet,Februaryl and2, 1998.Thin line
is thetraffic into Columbia,line with circlestraffic to the Internet.Hourly averagesEasternStandard
Time. By permissiorof ColumbiaUniversity
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