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Abstract. Canhigh quality be provided economicallyfor all transmissionsn the Internet?Current
work assumeghat it cannot,and concentrate®n providing differentiatedservicelevels. However,

an examinationof patternsof useand economicsof datanetworks suggestghat providing enough
bandwidthfor uniformly high quality transmissiommaybepractical.If thisturnsoutnotto bepossible,
only the simplestschemeghatrequireminimal involvementby endusersandnetwork administrators
arelikely to be accepted.On the otherhand,thereare substantiainefficienciesin the currentdata
networks, inefficienciesthatcanbealleviatedevenwithoutcomplicategricing or network engineering

systems.

1. Intr oduction

The Internethastraditionally treatedall paclets equally andchaging hasinvolved only a fixed
monthly fee for the accesdink to the network. However, thereare signsof an imminent change.
Thereis extensve work on provision of Quality of Service(QoS),with sometransmissiongetting
preferentialtreatment. (For a suney of this areaand referencesseethe recentbook [FergusonH.)
Differential servicewill likely requiremore complicatedpricing schemeswhich will introduceyet
morecompleity.

The motivation behindthe work on QoSis the expectationof continuedor worseningcongestion.

As FergusonandHustonsay(p. 9 of [FergusonH)

. it sometimeds preferableto simply throw bandwidthat congestiorproblems. On a
globalscale,however, overengineerings consideredain economicallyprohibitive luxury.
Within awell-definedscopeof deployment,overengineeringanbe a cost-efective alter

native to QoSstructures.

The agumentof this paperis that overengineeringproviding enoughcapacityto meetpeakde-

mands)on a globalscalemayturn out notto be prohibitively expensve. It mayeventurn outto bethe



cheapesapproachwhenoneconsiderghe costsof QoSsolutionsfor the entireinformationtechnolo-
gies(IT) industry

Overengineerindnasbeentraditionalin corporatenetworks. Yet muchof the demandfor QoSis
comingfrom corporations.It appeargo be basedon the expectationthatoverengineeringvill not be
feasiblein the future. “There's going to comea time whenmaore bandwidthis just not goingto be
available... andyou'd betterbe ableto managethe bandwidthyou have; accordingto one network
servicesmanagefJanahTD).

The abandonmendf the simpletraditionalmodelof the Internetwould be a vindicationfor mary
seriousscholarswho have long aguedthat usage-sensite pricing schemesand differential service
would provide for moreefficientallocationof resources(See[McKnightB] for referenceandsuneys
of thiswork.) Theneedfor usage-sensitg pricing hasseemealviousto mary onthegeneragrounds
of “tragedyof the commons”. As Gary Becler, a prominenteconomistsaidrecently(in adwocating

cartolls to alleviatetraffic jamsandthe coststhey imposeontheeconomyBecker]):

An iron law of economicsstatesthat demandalways expandsbeyond the supplyof free

goodsto causecongestiorandqueues.

It may indeedbe aniron law of economicsthat demandfor free goodswill always expandto
exceedsupply Thequestionis, will it do soarnytime soon?An iron law of astrophysicstateghatthe
Sunwill becomea redgiantandexpandto incineratethe Earth,but we do not worry muchaboutthat
event. Furthermorethelaw of astrophysicgs muchbettergroundedn bothobserationandtheoretical
modelingthanthe law of economics.For example,considerTable 1 (basedon datafrom tables12.2
and18.1of [FCC)). It shavsadramatidncreaseén totallengthof toll callsperline. Suchcallsarepaid
by the minuteof use,andtheir gronth waspresumabhdrivenlargely by decreasingrices,asstandard
economictheory predicts. On the other hand,local calls in the U.S. (which are almostuniversally
not meteredput paidfor by a fixed monthly chage, in contrastto mary othercountries)have stayed
at about40 minutesper day per line in the lasttwo decades.The increaseof over 62% in the total
volume of local callswasaccompaniedby a correspondingncreasen the numberof lines. Thereis
little evidencein this tableof that“iron law of economics’that causeslemando exceedsupply and
which, hadit applied,surelyshouldhave ledto continuedgrowth in local calling perline. (Thereis also
little evidenceof the harmthatInternetaccessalls aresupposedo be causingto the local telephone
companies.This is not to saytheremay not have beenproblemsin somelocalitiesin California, for

example,or thattherewon't beary in thefuture. However, atleastthrough1996theincreasinguseof



networked computersasnot beena problemin aggrgate.)

An olviousguessasto why we have stablepatternsof voice callsis thatpeoplehave limited time,
andso,with flat-ratepricing, theirdemandor local callshadalreadybeensatisfiedoy 1980. However,
thatis not what the datain Table 1 shawvs. While the total volume of local calls went up almost
63% between1980and 1996, populationincreasednly 16.5%,so minutesof local calls per person
(including modemandfax calls) increasedy 40%. Thusdemandfor local calls hasbeengrowing
vigorously but it wassatisfiedby a comparabléncreasen lines. Familiesandbusinessedecidedon
average,to spendmore on additionalphonelines insteadof using more of the “free good” that was
alreadyavailable. Somevhat analogougpphenomenappearto operatein datanetworking, and may
male it feasibleto provide high quality undifferentiatedserviceon theInternet.

In datanetworks, at first sight theredoesappearto be extensve evidencefor that “iron law of
economicg. Comprehense statisticsare not available, but it appearghat Internettraffic hasbeen
doublingeachyearfor atleastthelast15 yearswith the exceptionof thetwo yearsof 1995and1996,
whenit appeargo have grown by a factorof aboutl10 eachyear[Coffmand. Almostevery datalink
that hasever beeninstalledwas saturatedsooneror later, andusuallyit wassoonerratherthanlater
An instructive exampleis thatof thetraffic betweerthe University of WaterlooandtheInternet,shavn
in Fig. 1. The Waterlooconnectiorstartedout asa 56 Kbpslink, wasupgradedo 128 Kbpsin July
1993,thento 1.5Mbpsin July 1994, andmostrecentlyto 5 Mbpsin April 1997[Waterlod. Basedon
currentusagetrends,this link will be saturatedy the endof 1998,andwill needto be upgradedpr
elsesomerationingschemewill have to beimposed.(A partial rationingschemses alreadyin effect,
sincethelink is heaily utilized andoftensaturatediuringtheday)

The University of Waterloostatisticscould be regardedas clinching the casefor QoSandusage-
sensitve pricing. They shaw a consistenpatternof demandexpandingto exceedsupply However,
| suggest differentview. The volume of datatraffic in Fig. 1 grows at a regular pace,just about
doublingeachyear The 12-fold jumpin network bandwidthfrom 128 Kbpsto 1.5Mbpsin July 1994
did not causetraffic to jump suddenhyby afactorof 12. Insteadjt continuedto grow atits usualpace.
The studentglid not go wild, andsaturatehelink by donvnloadingmorepictures.Similarly, statistics
for traffic onthelInternetbackboneshaw steadygrowth, asidefrom ananomalougeriodof extremely
rapidincreasen 1995and1996[Coffman(d, andthe NSFNetbackbonén particularhadtraffic almost
exactly doublingfrom the beginningto 1991to the endof 1994. And shouldanincreasen traffic be
wrong? We areon theway to anInformationSociety andsoin principle we shouldexpectgrowth in

datatraffic.



How muchcapacityto provide shoulddependon the valueandthe price of the service.To decide
whatis feasibleor desirable we have to considerthe economicsof the Internet. Unfortunately the
available sourcegsuchasthosein the book[McKnightB] or thosecurrentlyavailable online through
thelinks at[MacKieM, Variar]) arenotadequateTheinformationthey containis oftendated,andit
usually coversonly the Internetbackbones However, thesebackbonesre a small part of the entire
datanetworking universe.Section2 to 6 attempto partiallyfill thegapin publishednformationabout
theeconomicof thelnternet.

Fig. 2 is a sketchof the Internet,with the label “Internet” attachedust to the backbonegasthe
termis oftenused).As will beshavn in Section? (basedargely onthecompaniorpapergCoffmanQ
Odlyzko2]), thesebackbonesre far smallerthan the aggregate of corporateprivate line networks,
whethemeasuredn bandwidthor cost(althoughnot necessarilyn traffic). (SeeTable2 for thesizes
of datanetworksin the U.S. It is taken from [Coffman(, andeffective bandwidth,explainedin that
referencecompensatefor mostdatapacletstraveling over morethana singlelink.) The privateline
networks,in turn, aredwarfedby the LANs (local areanetworks) andacademi@ndcorporatecampus
networks. Mostof the pricing anddifferentiatedserviceschemeshatarebeingconsideredthough,are
aimedat Internetbackbone®r privateline WAN links. We needto considetow they would interact
with the otherdatanetworks andthe systemsandpeoplethosenetworks sene.

Most of the effort on QoSschemess basedon the assumptiorof endemiccongestion.However,
whenwe examinetheentirelnternet,we find thatmostof it is uncongestedThatthe LANs arelightly
usedhasbeencommonknowledge. However, it appeargo be widely believed thatlong distancedata
links areheavily utilized. The paper[Odlyzko2] (seeSection3 for a summary)shaws thatthis belief
is incorrect. Eventhe backbondinks are not usedall thatintensvely, andthe corporateprivateline
networks arevery lightly utilized. Therearesomekey chole points (primarily the public exchange
points,theNAPsandMAEs, andtheinternationalinks) thatarewidely regardedasmajorcontritutors
to poor Internetperformanceput thereis even somedisputeabouttheir significance. (In general,
while therehave beennumerousstudiesof the performancef the Internet,somevery careful,suchas
[Paxson, thereis still no consensuasto whatcauseshe poorobsered performance.)

Whatis notin disputeis thata large fraction of the problemsthatcausecomplaintsfrom usersare
notcausedy ary deficienciesn transmissionDelaysin delivery of emailarefrequentbut arealmost
alwayscausedy mail sener problemsaseventrans-Atlanticnessagedo getthroughexpeditiously
A large fraction of Web-surfingcomplaintsare causedy sener overloadsor otherproblems. There

aremyriadotherproblemshatarise,suchasthoseconcernedvith DNS, firewalls, androuteflapping.



A key questionis whetherQoSwould help solve thoseotherproblems,or would aggraate them, by
makingthe entiresystemmore complicatedjncreasinghe computationaburdenon the routers,and
increasinghe numbersandlengthsof queues.

Many QoS schemegequire end-to-endcoordinationin the network, giving up on the stateless
natureof thelnternetwhichhasbeenoneof its greatesstrengthsEssentiallyall QoSschemesave the
defectthatthey requireextensve involvementby network managerso make themwork. However, it is
alreadya majordeficieng of the Internetthat, insteadof beingthe dumbnetwork it is oftenportrayed
as, it requiresa hugenumberof network expertsat the edgeso malke it work [Odlyzko3]. Insteadof
throwing hardwareandbandwidthat the problem,QoSwould requirescarcenumanresources.

The evidencepresentedn this papey combinedwith that of [Odlyzko2], shaws thatthe current
systemiirrationally chaoticasit might seemdoeswork prettywell. Thereappeato be only a small
numberof chole pointsin the systemwhich shouldnot be too expensie to eliminate. Further there
aresomeobviousinefficienciesin thesystenthatcanbeexploited. By moving away from privatelines
to VPNSs (Virtual Private Networks) over the public Internet,one could provide excellentservicefor
everybodythroughbetteruseof aggr@ationof traffic andcomplementaritypf usagepatterns Thebulk
of thework on QoSmaybeunnecessary

Ananiaand Solomonwrote a paperin 1988 (which waswidely circulatedand discussedt that
time, but was only publishedrecentlyin [Ananiag) that took the unorthodoxapproachof arguing
for a flat-rateapproachto broadbandoricing. That paperwasaboutpricing of whatare now called
ATM serviceswhich have QoS hbuilt in, but mary of Ananiaand Solomon$ agumentsalsoimply
thedesirabilityof a simpleundifferentiatedservice.My work presentsomeadditionalagumentsand
extensve evidenceof the extentto which thetraditionalundifferentiatedservice flat-pricesystemcan
work.

QoSdoeshave aroleto play. Therewill alwaysbelocalbottleneckaswell asemegeng situations
thatwill requirespecialtreatment. Even whenlocal network and sener resourcesare ample,there
will often be needto ration accesdo scarcehumanresourcessuchastechnicalsupportpersonnel.
Evenin the network, methodssuchas Fair Queueing[FergusonH can be valuablein dealingwith
local traffic anomaliesfor example.Implementingthemwould represent departurdrom the totally
undifferentiatedservicemodel, but a mild one,andonethatcanbe implementednsidethe network,
invisible to the users,andwithout requiringend-to-enccoordinationin the network. My amgumentis
thatwe needto make the network appealassimpleaspossibleto the usersto minimizetheir costs.

Section® through12 describehe economic®f the Internet. The conclusions thatwith someex-



ceptionsthe systendoeswork prettywell asis. Therearebottlenecksbut therearealsoinefficiencies
thatcanbe exploitedto eliminatethe bottlenecksUsersin generabehae sensiblyandalthoughtheir
demanddor bandwidtharegrowing rapidly, thesedemandsrereasonablyegularandpredictable.t
appeardikely thatunit pricesfor transmissiortapacitywill declinedrastically(althoughtotal spending
on high bandwidthconnectionsvill surelygrow), which shouldmalke it economicallyfeasibleto meet
thegrowving demand.

It is impossibleto predictwith any certaintyhow the Internetwill evolve, especiallysinceits evo-
lution dependon mary factors,not only basiccomputingand networking technologyand possible
appearancef the proverbial “next killer app’ but alsoon governmentregulationandsociology Still,
someconclusionganbedravn from the studyof the currentsystem.The compleity of theentireln-
ternetis alreadysogreat thatthegreatesimperatve shouldbeto keepthesystemassimpleaspossible.
The costsof implementingnvolved QoSor pricing schemesirelarge andshouldbe avoided. Section
13 outlinesthreescenarioghatappeamostlikely. Oneis the continuationof the currentflat ratepric-
ing structurewith almostuniformbest-effort treatmenbdf all paclets,andenoughbandwidthto provide
high quality transmission.Thatscenarids likely to materializeif transmissiorpricesdeclinerapidly
enough.If they dont, the secondscenariamight arise,still with flat rate pricing andundifferentiated
service,but with pricing reflectingexpectedusageof a customer Finally, if even greaterconstraints
areneededntraffic, onesthatwould provide congestiorcontrols,approachesuchasthe ParisMetro
Pricing(PMP)schemenf [Odlyzko1] mighthave to beused.PMPis theleastintrusive possibleusage-
sensitve pricing schemepossible andmy predictionis thatif any usage-sensite pricingis introduced,
it will eventuallyevolve towards(or degeneratento) PMP. Noneof thesethreescenariosvould meet
theconventionalstandard$or economicoptimality However, the mainconclusiorof this paperis that
optimality is unattainableandwe shouldseekthe simplestschemehatworksandprovidesnecessary

transmissiorguality.
2. The Inter net and other networks

Therearemary excellenttechnicalbooksandjournal articlesdescribingthe technologie®f the
Internet(cf. [Kesh&]). Thereis alsoa hugeliteratureon how the Internetwill changeour economy
andsociety(cf. [Gate§). Ontheotherhand practicallynothinghasbeenpublishedonhow theInternet
is used,andhowv muchit costs.It is asif we hadshehesfull of bookstelling ushow to build internal
comhustionenginesandacomparablsetof booksontheeffectsof theautomobileon sulurbanspravl,

incomeinequality andothersocioeconomidssues but nothingabouthow mary carstherewere, or



how muchthey costto operate.

This sectionattemptgo partiallyfill this gapin theknowledgeof economicof datanetworks, but
the pictureit presentcanonly be a sketchyone. Still, it shouldhelpilluminate the major economic
factorsthataredriving the evolution of the Internet.

Thelnternet(sometimegalledthe globalnternet)refersto the entirecollectionof interconnected
networks aroundthe world that sharea commonaddressingscheme.As such, it includesall of the
elementshawvn in Fig. 2, whichis a grosslysimplified sketch of the datanetworking universe. The
elementalled‘Internet”in Fig. 2 is reallyjustthepublicInternetthecoreof thenetwork consistingof
the backbonesndassociatedinesthatareaccessibléo generalusers.WANs (Wide AreaNetworks)
consistof someof the cloudsin thatfigure (which aremadeup of LANs andcampusnetworks) con-
nectedvia eitherprivateline networks, or via public FrameRelayandATM datanetworks provided by
telecommunicationsarriers,or elsevia the public Internet.Fig. 2 omits mary importantelementsof
thedatanetworking universe suchasregional ISPs.

Thispapemwill concentrat®n datanetworksin North America,primarily in the United States.Just
asin the companionpapergCoffmanQ, Odlyzko?2], the justificationis that mostof the spendingon
datatraffic is in theU.S.[DataComm].Further U.S. usagejnfluencedby lower pricesthanin mostof
theworld [ITU], foreshadas whattherestof theworld will be doingwithin afew years,aspricesare
reduced.

Datanetworksdonotoperatén isolation. To seethemin thepropermerspectie, let usnotethattotal
spendingon informationtechnologiegIT) in the U.S. wasabout$600billion in 1997,approximately
8% of grossdomesticproduct. The IT sectorof the economyis creditedwith stimulatingthe high
growth rateof theeconomyof thelastfew yearsJow unemplgment,andlow inflation [DOC].

Data communicationgost about$80 billion in the U.S. in 1997, or 13% of total IT spending,
accordingto [DataComnj. Table?2 is a brief summaryof the statisticson wherethis spendingwas
directed,basedon the more detailedinformationin [DataComnj (which also coversthe restof the
world). Thesestatisticsshav that transmissioraccountedor only $16 billion, 20% of total for data
communicationsand2.6%of totalfor all of IT. Thusdatalinesareasmallpartof theentirelT picture,
andary schemehatattemptgo improve their performancéasto beweighedagainstoststhatit might
imposeon the restof the system.lt is betterto doublethe spendingon transmissiorthanto increase
theaveragecostof all otherIT systemdiy 3%.

LetusalsonotethatU.S.spendingon phoneservicesrom telecommunicationsarriersvasaround

$200billion in 1997. Of this total, about$80 billion wasfor long distancecalls, but about$30billion



wasfor accesshages,paidto thelocal carriers.Thusit is moreappropriatdo saythat$50billion was
for long distanceservicesand$150billion for local services.In ary event,todaymuchmoreis being
spenton voice phoneserviceghanon data. In the future, asbroadbanderviceggrow, we canexpect
thebalanceo shift towardsdata.In particular looking at total communicationspendingandhow it is
still dominatedy voice, it is reasonabléo expectsubstantiagrowth in spendingon datatransmission.

Thecoreof the Internet,namelythe backbonesindtheir accessinks, is surprisinglyinexpensve.
Therearemary large estimatedor total Internetspendingbut thosearemisleading.Therewereabout
20 million residentialaccountswith online servicessuchas AOL at the endof 1997. At $20/month,
they generatedevenuesof around$5 billion peryear However, mostof thatrevenueis usedto cover
local accesscosts(the modems,customerservice,and marketing expenseof the ISPs). The back-
bonesareonly a small partof the costpicturefor residentialcustomergcf. [Leidd)). In the statistics
of [DataComnj (andof Table 2) they apparentlyareincludedin the "Commerciallnternetservices”
catgyory, which cameto $1.5billion in 1997. We now derie two otherestimateghatarebothin that
range. Accordingto industry analysts[IDC], MCI's Internetrevenues(which include only a small
contrilbution from residentiacustomersandaredominatedoy corporateandregional ISP links to the
MCI network) cameto $251 million in 1997 (a 103%increaseover 1996),and were runningat an
annualrate of $328million in the last quarterof 1997. SinceMCI is estimatedo carry between20
and 30 percentof the backboneraffic, we canestimatetotal revenuesfrom all backboneoperations
betweersl.1and$1.6billion atanannualateat theendof 1997.(With revenuesdoublingeachyear
it is not adequatéo look at annualstatistics.)Yet anotherroughway to estimatethe costsof Internet
backboness to take their size,around2,100T3 equivalentsat theendof 1997[Coffman(, andapply
to thatthe $20,000permonthaveragecostof a T3 line [VS]. This producesinestimateof about$500
million peryearfor the mainbackbondinks. Whenwe addsomeadditionalcostsfor the accessines
from carriers'Pointsof Presencéo their backbonegcf. [Leida]), andapplythe generalestimatethat
for large carriers fransmissiorcostsareabouthalf of total costs,we arrive at anestimateof about$1.5
billion for the costsof the coreof the Internet.(Costsandrevenuesarenot the same gspeciallyin the
Internetarenawherered ink is plentiful asvariousplayersattemptto build market share but within
thehugeuncertaintyboundswe areworking with, thatshouldnot mattermuch.)

Comparedo the Internetbackbonesthe total costof privateline networks is at least6 timesas
large. Furthermorethe aggr@atebandwidthof leasedinesis also much greaterthan of the public
backbonesalthoughthe traffic they carry appeargo be comparabléen volume. (Seetables2 and5,

takenfrom [Coffmand.) Thishelpsexplainwhy theevolutionof thelnternetisincreasinglydominated



by corporatenetworks.

Justaswith switchedvoicenetworks,datanetwork costsaredominateddy thelocal part. However,
thereis much more heterogeneityn datathanin voice. In the foreseeablduture, large academic
and corporatenetworks are likely to have 2.4 Kbps wirelesslinks alongwith 14.4 and 28.8 Kbps
modemsmegabitxDSL andcablemodemlinks, andgigabitfiber optic cables.In thelocal campus
wired ervironment,overengineeringvith Ethernet FastEthernet,Gigabit Ethernetandsimilar tools
appearsertainto be the preferredsolution. However, therewill still be challenge®f interconnecting
the other transmissioncomponentgwhetherslower or faster),aswell as all the seners and other
equipmenthat requirethe bandwidth. Network managerwill have a hardtime making everything
interoperatesatishctorily evenwithout worrying aboutQosS.

The Internetbackbonesre smallandinexpensve comparedo therestof the Internet. However,
they arethe heartof the Internet,just like a humanheartthatis small but crucial for the life of the
body Therole of the backbonewill likely becomeeven moreimportantin the future asa resultof
several relateddevelopments.Oneis thatthey are beingtraversedby an increasingfraction of data
traffic. The traditional80/20rule, which saidthat80% of the traffic stayedinsidea local or campus
network is breakingdown. FegusonandHuston[FergusonH even mentionsomenetworkswhereas
muchas75% of the traffic goesover long distanceinks. (We do not know how far thattraffic goes,
andin particularwhethertherewill continueto be a strongdistancedependencé the future. See
[Coffman@ for a moredetaileddiscussion.Anotherreasorfor theincreasinglyimportantrole of the
Internetbackboness thatthey aresupplantingprivateline networksascorporaté VAN links, andwith
the developmentof extranetswill be playinga crucialrole in the functioningof the whole economy
Thusthereis areasorto worry aboutthecostsof the backbonesasthey mightbecomealargerfraction
of the total networking pie. Onthe otherhand,if onecanoverengineeonly one partof the Internet,
thenit is bestto do it to the core,aswithout high quality transmissiorat the core, other partsof the

network will be only beableto offer poorservice.

3. Network utilization

Network utilization ratesareseldomdiscussedyet they arethe main factordeterminingcostsof
dataservicesA line thatis usedat 5% of capacitycoststwice asmuchperbyte of transmitteddataas
onewhoseaverageutilization rateis 10%.

Althoughthereis no simplerelationbetweerthe quality perceved by customerandhow heavily

theirnetworksareusedthelessheaily loadedthenetwork, thebettertheservice Eventhenotoriously



congestedrans-Atlanticlinks do appearto provide goodperformancdor applicationsasdemanding
aspaclettelephow in theearlyhoursof Sundaymorning.Whatthis saysis thatevenwithoutary nev
QoStechnologiespnecanprovide excellentquality by loweringutilization. Thusthe mainproblemof
thelnternetis notatechnicalone,but aneconomiane,whetheronecanafford to have lightly utilized
networks. As anexample,the experimentaVBNS network, discussedn [OdlyzkoZ2], providesquality
sufiicientfor eventhemostdemandingpplicationsput it is expensie (or would beexpensie, wereit
operatednacommerciabasis) funningat anaverageutilization of its links of around3%.

The main questionfor the future of the Internetis whethercustomersarewilling to pay for high
quality by having low utilization rates,or whethermary links will be congestedwith QoS providing
high quality for someselectfraction of datatransfers.We canfind muchaboutthe likely evolution
of datanetworks from obseration of usagepatternsof existing networks. Whenwe consistentlysee
lightly utilized links wherecustomerganaobtainhigherutilization ratesandlower costsby switching
to lower capacitylines, we candeducehatthey do wanthigh quality datatransportandarewilling to
payfor it.

Table4 shaws utilization rates(averagedover a full week)for variousnetworks. It is basedon
[Odlyzko2], exceptfor theentryfor local phonelines,whichis derivedfrom thedatain Tablel (which
is basedon [FCC]). A surprisingresultis thatthe long distanceswitchednetwork is by far the most
efficientin termsof utilizing transmissiorcapacity For mostpeople,an even moresurprisingfeature
of the datais thelow utilization rateof privateline networks.

ThepaperOdlyzko?2] discussethereasonslatanetworksarelightly utilized. Lumpy capacityis a
majorone.Rapidandunpredictablgrowth is another Smallprivatenetworks areyetanother Perhaps
the main reasonthough,is the bursty natureof datatraffic. This traffic is bursty on both the short
andlong time scales,and customerglo value suchbursty transmission.This meansthat we cannot
reasonablyexpect datanetworks to approachthe efficiengy with which the switchedvoice network
usegransmissiorcapacity

Utilization ratescanalsoprovide guidesto the extentthat QoS measuresightimprove perceved
quality of networking. Practicallyall Internetusersfind servicemuchbetter5 in the morningthanat
noon.However, traffic onthebackboned the earlyhoursof the morningis still abouthalf thatduring
the peakhours,asis seenin Fig. 10 of this paperandseveral figuresin [Odlyzko2]. Further traffic
mix doesnot seemto vary muchbetweentrough and peakperiods[ThompsonMW. Thereforewe
can concludethat during peakperiods,no QoS measurds likely to provide transmissionghat have

priorities aroundthe medianof all traffic with betterservicethanthe currentundifferentiatedservice
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providesfor all traffic earlyin themorning.(Therecouldbe someimprovementsn jitter, for example,
but algorithmsthat do provide suchimprovementscould be usedinsidethe network, invisibly to the
usersto provide similarimprovementdgor undifferentiatedservice.)

An importantpointin consideringhelow utilization ratesof datanetworksis thatit is not caused
primarily by inefficiengy or incompetence Customershoosethe capacitiesof their lines, andtheir
choicegell uswhatthey wantandwhatthey arewilling to payfor. This pointwill betreatedatgreater

lengthin thefollowing sections.
4. Inefficiency is good(if you canafford it)

Efficiengy in utilization of transmissionines or switchesshouldnot be the main criterion for
evaluatinghow gooda network is. Thecrucialquestionis how well customersheedsaresatisfied.

Considerfigures3 and4, which shawv utilizationsof dial-in modemsat ColumbiaUniversity and
the University of Toronto. (Thesefiguresare basedon detaileddatasuppliedby thoseinstitutions.
Graphsfor morerecentperiods,separatedut further by 14.4 and 28.8 Kbps modempools,canbe
foundat [Columbia Torontd.) The averageutilizations(over the periodsshavn in the figures)were
52%at the University of Torontoand78%at ColumbiaUniversity Clearly Columbiawasutilizing its
modemamoreefficiently. Wasit providing betterservice though?Its modemswverecompletelybusy
for morethan12 hoursaday (Theslightdropsbelov 100%in theutilizationin Fig. 3 aremisleading,
sincethey represenbnly a little idle time, andarelargely the resettingof modemsafter a sessioris
terminated. Clearlymuchdemands unsatisfiedandtherearemary frustratedpotentialuserswho do
not accomplishtheir work. Further the high 78% utilization rateis misleading sincemary usersare
probablystayingonlinefor longerperiodsthanthey would if they hadassurancéhey couldgeta new
connectiorwhenthey wantedit. Toronto,with a lower utilization rate, managedo accommodatall
demand®xceptfor a brief periodon Mondaynight.

The University of Torontomanagedo satisfy essentiallyall demandf its studentsandfaculty
for modemconnection@ndstill achieve a 52% utilization rate. This rateis extremelyhigh. Thereare
mary examplesof low utilization rates. The family caris typically usedaround5% of thetime. The
fax in our office or home,the PC on the desktop,andthe roadwe drive on areall designedor peak
usageandareidle mostof thetime. We arewilling to payfor this inefficiency becauséhe costsare
low comparedo the benefitswe receve. As costsdecreasewe usuallyacceptiower efficiency. For
example,in the early daysof computing,programswerewritten in assembljlanguage.Later, asthe

industryadwanced therewasa shift towardscompiledprograms.They typically run at half the speed
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of assemblycodedversions,but they make software easierto write andmore portable. With further
adwancesn computingpower, industrywaswilling to jump on the Java bandwagon,even thoughthe
earlyversionsof Java typically rana hundredimesslower thancompiledprogramsWith over 99% of
computingcyclesdevotedto runningscreersavers,this wasa worthwhiletradeof.

Whencapitalcostsarehigh, it makessensdo maximizethe utilization of facilities. For example,
latestsemiconductofablines,approaching2billion in cost,arerunarounadheclock. Amongservices
that do facewildly varying demandsgcannotstockpiletheir outputs,and have high fixed costsand
lumpy facilitiesproblemstheairlinesmanageo operateat 60-70%of capacity (Thisis measure@dsa
fractionof filled seats.Political oppositionto nightlandingsanddifficulty in persuadingpeopleto fly
at 3 amfrom Bostonto Chicagokeepairplaneson the groundmorethanhalf thetime.) They do this
throughintensve useof pricing. Whatis notevorthy aboutthis exampleis thattheyield management
techniquesisedby theairlinesarenotlikedby the public, but they work to keeptheplanedilled, while
atthesametime allowing peopleto fly ata moments notice(providedthey arewilling to pay).

Airlines are an exampleof extremelyexpensve equipmenthat needsto be operatedntensvely.
In contrastL AN equipmenis relatively inexpensie. Most of datatraffic is on LANs, andit appears
that utilization rates(measuredver a week) are almostuniversally low, around1%. Usersnotice
degradationin servicewhentraffic grovs,andrespondy pressuringnetwork administratorso increase
capacity(and,in the shortrun, pressureheir colleaguedo avoid thingslike largefile transfersduring
busyhours).In mary organizations|. AN spendings controlledby smallunits,sothatmoney notspent
on LANs canbedevotedto otherpurposesWhenthoseunitsdo overengineerthey mustfeelthey are
gettingtheir mong/'s worth. Spendingon LAN equipment(seeTable 3) is in the tensof billions of
dollars, but thatis only a fraction of the spendingon PCs,say anda tiny fraction of the salariesof
the peoplerelying on thoseLANs. Low utilization ratesof LANs are a necessarpenaltyfor good
performance.

The decisionson utilization ratesof LANs aremadein ratherconvolutedways, with network ad-
ministratorstaking into accountusercomplaints,plansfor the future, available budgets,and other
factors.Thusit is hardto saythatthe existing arrangementvith 1% utilization factorsis the outcome
of arationalprocessLet usinsteadconsidera simplercase Considetthegronth in phonelinesshavn
in Tablel. They increasedy 63% betweenl980and1996. Only a fraction (under30%) of this in-
creasewas causedoy growth in the numberof households Detailedstatisticson the sourceof this
gronth betweerll988and1996areavailablein Table18.3o0f [FCC]. Duringthose8 yearshouseholds

with phoneserviceincreasedy 9.7 million, additionalresidentialines (secondthird, ...) increased
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by 13.5million, andbusinesdineswentup by 13.7million. Eventhoughtherewasplenty of spare
capacityontheir phonelines(with averageutilization of 4%), bothhouseholdandbusinessedecided
it wasbetterto pay for additionallines thanmissimportantcalls, or botherswitchingbetweenvoice
andfax. In earlierdecadessimilar considerationged to the effective eliminationof partylines. In all

thesecasesindividualsandbusinessesotedwith their pocketbooksfor lower utilizationsandhigher
quality service.

Although the connectionis lessclearthanfor phonelines, corporateWANSs are lightly utilized
becausaiserseither pay directly or elsepressuraheir centralizednetworking organizationfor high
quality dataservicesMission-criticalapplicationsannotbe negglected Whatis importantto realizeis
thatdataservicesustomerslecideontheirutilizationlevels. Thebusinessustomersf theZocalolSP
listedin Table2 of [Odlyzko2] who usetheir T1 linesatlessthan0.5%of capacityon averagecould
transmitthe sameamountof dataover a 56 Kbpsline, andstill stayunder14%in averageutilization.
Thiswouldreducetheir costsby afactorof 4. Sincethey arepayingfor thehigherbandwidthwe have
to concludethatthey dofind it worthwhile.

Almostall applicationsenefitfrom high bandwidthandlow lateng. Further high bandwidthcan
often substitutefor low lateng, since(asis explainedin detailin [Cavanagh, for example),it is the
transmittime of awholefile or screerimagethatneedgo be minimized. Beingableto sendan X-ray
to a physician,authorizea credit cardtransactiorin a few secondor find out a customess previous
purchasdnistoryright awvay have olviousvalue,onethatcannotbe determineda priori by ary arbitrary
rule thataverageutilization hasto beatleast10%. Decisionshave to be madeby thoseresponsibldor
theapplication.

SincecorporatelT organizationsarealwaysunderpressurdo cut costs,onemight concludethat
corporateLANs andWANSs are properly provisionedfor their tasks. If thatis so,though,we areleft
with the puzzleof the Internet. Why doesit not provide betterservice? As we have seenabove,
spendingon the backbonesf the Internetis a tiny fraction of the spendingon LANs and WANS.
Diversionof asmallportionof LAN andWAN budgetsmight seemto sufice to expandbandwidthof
thebackbonesindsolwe the congestiorproblem.

The solutionto the Internetperformancepuzzleseemdo have threeparts. Oneis that given the
utilization levels discussedn Section3, lowering backbonecongestiorto that of a corporateWAN
would involve abouta 3 to 5-fold increasean capacity with correspondingncreasesn costs.Second
is thatthe Internetlacksa methodfor usersto signalproviderseffectively whatquality of servicethey

wantandarewilling to payfor. Third, mostof the usersof the public Internetarevery price sensitve,
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andare (almostby definition, sincethey continuingto pay) comfortablewith the presenservice.This
is largely alegag of the Internets originsasanacademicesearchetwork.

The public Internetis perfectly satishctory for mostapplications suchasemail. Even the noto-
riously congestedrans-oceanitinks do handleemail expeditiously (Most of the complaintsabout
emailonehearsarecausedot by backboneetwork performancebut by mail seners,adifferentsub-
ject.) Large databaseipdatescanalsobe handled provided they cantoleratedelays. (Large preprint
senersreportfew difficulties in mirroring overnight,for example.) It is only real-timeapplications,
suchaspaclet telephow, transactiorprocessingtelnet,or video conferencingandto a lesserextent
Web surfing,thatarenegatively affectedby congestion.The Internetthusseneswell whatwe might
call thelower tier of thedatanetworking market.

Onthe otherhand,corporatenetworks sene well the uppertier. Whatthis meansthough,is that
they provide unnecessarilliigh quality of servicefor thelowertier demandslf asinglelevel of service
is all thatcanbe provided, thisis probablythe optimal stratgy for corporatenetworks. However, it is
expensve, andofteninvolvesusingaRolls-Rg/ceto transporgravel. QoScouldremedythatproblem,
but would have its own costs.l will discusghoselater, but first | will presenia suney of the costsof

currentnetworks.
5. Costsand prices

Oneobsenrationthatled to this paperwasthatalthoughpaclet networks are universally extolled
asmuchmore efficient than switchedvoice networks, they are surprisinglyexpensie. At mostcor
porations,sendingdataover internal paclet networks is more expensve thanby usingmodemsover
the public circuit switchednetwork. This is especiallystriking for two reasons.Oneis thatmodem
calls usetransmissiorcapacityof the switchedvoice network extremelyinefficiently. Although 128
Kbps of network bandwidthis dedicatedo eachsuchcall, usuallyonly 28.8 or 33.6 Kbps worth of
datais transmitted The otherreasoris thatonly a smallpart(estimatedy industryanalystsat around
$0.0150f the approximately$0.12that the major carrierscollect for a minute of a voice call in the
continentall.S.) goestowardsrunningtheir networks. (By far thelargestexpense pnethatdatalines
arenot burdenedwith, is acceschagesto the local telephonecompanies.)Thusfor a datatransfer
usinga modemto costlessthanover a datanetwork goescounterto assertionsuchasthoseabouta
“fundamentakeason.. thetelephonenetwork is moreexpensve to operatehantheInternet” (pp. 5-6
of [Kesha]).

Table 7 shavs costsof sendinga megabyte(MB) of dataover variousnetworks. Most of this
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sectionis devotedto anexplanationof how the figuresin this tablewerederived. Firstlet meremark
that costsin this sectionreferto the costsincurredby users,andso reflectpriceschagesby service
providers. They arenot necessarilyhe costsof thoseproviders.

Thecostof transportinga megabyteof dataover anetwork is justonemeasuref performanceand
it is seldomquoted. Customersisuallydo not pay per megabyte. Further for largefile transferghat
cantoleratean overnightdelay sendinga bunchof magnetictapesvia FederalExpresswill produce
costsordersof magnituddower thanthosecalculatedoelown. (Thatis indeedhow mary databasesare
mirrored.)However, thecostperMB is fundamentato understandingheeconomic®f datanetworks.
After all, the main function of thesenetworks is to move bits from one point to another Further
thereis a cleardistinctionbetweertransportingdataovernighton magnetictapesandsendingit on a
datanetwork right awvay. The distinctionbetweertransmissiorvia a modemandthe Internetis often
immaterialto users.

Thecostsin Table7 might seemhigh. At the otherendof the scale the high valueof reliableand
low delaydatacommunicatioris shavn by the exampleof servicessuchas Advantis, CompuSerg,
andInfonet,which asrecentlyas1993werechaging betweers20and$40perMB (in additionto the
perminutechagesfor connecttime), far higherthanary of the costsof Table7. This reinforcesthe
claim madeearlierthatthe Internethasgrown notbecausef thelow costof paclet datatransmission,
but becausef theaddedfunctionalitythatsuchtransmissionrmadepossible.

The comparisondelov involve apples,orangesandpears. Further all costestimatesarerough
ones,dueto lack of precisestatistics. Still, it is worth looking at the numbers especiallysincethe
disparitiesn costsaresolargethatthey swampary errorsin estimatesandhelpexplainthemigration
of datatraffic from privatelinesto FrameRelayandthe Internet.

First let us considersendingdatavia a modemover the switchedvoice network, paying retail
rates.If we achiee a sustainedspeedof 28.8Kbps (and,to be conserative, assumehatwe areonly
transferringdatain onedirection,with theotherchanneldle), wewill send200KB perminute.Several
carriers,including AT&T, offer their residentialcustomersalling planswith a flat rate of $0.10per
minutefor callsin thecontinentalUS atary time. With sucharate,thecostof transmittinga megabyte
become$0.50.

The computatiorabore assumeshatwe usea modemto transferdatain just onedirection. If we
have two file transfersof equalsizein oppositedirections,costdropsto $0.25permegabyte.Useof a
33.6Kbpsor a56 Kbpsmodemlowersthe costfurther

FrameRelayis offered primarily in the form of PVCs (PermanenV¥irtual Circuits). Thereis a
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chage for a port, which imposesan absolutdimit on the rate datacanbe sentinto the FrameRelay
network. Thereis alsoachagefor CIR (CommittedinformationRate) whichis theratethattheservice
provider guarantee® carrysuccessfullyo thedestination However, thereis usuallyno chagefor the
amountof datatransmitted.Takingthetotal traffic carriedfor a variety of businessesanddividing it
into the pricespaidfor the service,it appearghaton averageFrameRelayproviderscollectrevenues
betweer0.30and$0.40per MB.

Thereare occasionakeferencego a costper MB of $0.03or $0.05for useof SVCs (switched
virtual circuits) on FrameRelayor ATM networks. Although accuratethosefiguresare misleading,
sincethey cover only the usage-sensite componenbf the price. With thelow utilization levels that
areobsered, fixed costsdominate andaverage$0.30and$0.40per MB.

Privateline costsperMB areevenharderto estimatehanthoseof FrameRelay However, industry
sourceqcf. [Cavanagh andreportsin Data Communicationandothermagazinesjeportthat Frame
Relayis usually20% to 50% cheapethanprivateline for equivalentservice. (It is impossibleto be
precise becausehis is an oranges-to-applesomparison. Among otherfactors,FrameRelay pricing
doesnotdependndistancen thecontinentall.S.,while thatof privatelinesdoes.)Hencel conclude
thatprivateline transmissiortostshetweer$0.50and$1.00perMB. Thisis confirmedoy somesample
datapoints,suchasthat of a large corporationin which network servicesarechagedto departments
accordingo theirtraffic, with total chagesof $0.80per MB.

Letusnext considethelnternet.Thereareseveralwaysto dothis. Residentiatustomersurrently
stayconnecteabout45 minutesperday, accordingto public statementfrom AOL andothercarriers,
andwhile they areonline,they transferdataattherateof 5 Kbps(overwhelminglyto theircomputers).
Thusthey average50 MB permonthof datatransfey andat the standardateof $20 permonth,arein
effect paying$0.40per MB.

The moreinterestingcaseis that of large businessand academiccustomersvho have dedicated
high speeddatalinesto the Internet. They usuallypayfor the local connectiorto the nearesPoint of
PresencéPoP)of their ISR andthenfor thelink to the ISP The estimateof 3,000TB per monthof
traffic onInternetbackbonesogethemith theestimateof $1.5billion peryearfor therevenueof those
backboneg¢from Section2 abore) yield anestimatedostof $0.04perMB for theuseof thebackbones.
Thisis almostanorderof magnituddessthanthe costof FrameRelayor privateline transport.

As anotherconfirmationthat$0.04perMB is areasonableostestimatdor thelnternetbackbones,
let us notethatWeb hostingservicesusuallydo have usage-sensite pricing. For large datatransfers,

they typically chage betweer0.03and$0.05per MB.
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As aninterestinchistoricalnote,accordingo [MacKieMV], in 1993NSFwaspaying$11.5million
for the NSFNetbackboneandabout$7 million assubsidiefor someof the regional networks. To
be comparableo the currentbackboneproviders, which pay for the links from their PoPsto their
backbonesit seemsreasonabldo say that the total cost of the NSFNetbackbonewas around$18
million peryear Sincethis network carriedabout6 TB permonthin 1993[NSFNel, the costperMB
was$0.25. Towardstheendof 1994 traffic grev to 15 TB permonth,but costsprobablydid not (since
thenetwork wasverylightly utilized, se€/Odlyzko?2]), sothecostperMB mostlikely droppedo $0.10
or so.

Thecomputationgbove sugges$0.04perMB asthe currentcostof datatransferover the Internet
backbones.However, thatis not a full picture. Although comprehense statisticsare not available,
it appeardhatthe ISPswith nationalbackbonegthe NSPs)dealdirectly with only a small fraction
of businesseghathave Internetconnectionsprimarily the big organizationswith large capacitylinks.
Most of the small corporationgyo throughregional ISPs,a crucial part of the Internetpicturethatis
notrepresenteth Fig. 2. In termsof revenuesjow bandwidthconnectionstill dominatethe private
line marlket (seeTable6 andthe moredetaileddiscussiorin [Coffman() andthe sameappeargo be
truefor connectiongo the public Internet(cf. Table2 of [Odlyzko2]). Low bandwidthlinks aremuch
moreexpensve (relative to their capacity)thanhigh bandwidthones,aswill be discussedn greater
detailin the next section.Hencethe costof sendingdatafor thebulk of businessustomerss likely to
be considerabljhigherthanthe $0.04per MB incurredby thetypically larger customersghatconnect
directly to the backboneproviders. Thatis why the Internetentryin Table7 hasarangefrom $0.04to
$0.15perMB.

A crucialpointin consideringhecostsof transportinglataover variousnetworksis thatthesecosts
arelargely underusercontrol. Sincemostutilization ratesarelow, asis shavn in Table7, andfeesfor
privateline, FrameRelay andinternetconnectiorconsisiof fixedmonthlychages,mostusersansave
mong by switchingto lower bandwidthlinks. They have a choice,andby selectinghecapacitiesand
pricesthey do, they signaltheirinterestin high quality transmissionAs anexample,thosecompanies
in Table2 of [Odlyzko2] thatusetheir T1 links to the ZocalolSP at 0.5%o0f capacityarepaying$0.34
perMB.

The costestimate®f Table7 areapproximate However, the costadvantage®f FrameRelayover
privateline networks,andof the public Internetover FrameRelayarewidely acceptedFor example,a
recentarticle [Cray] estimatedcannualcostsof a small corporatenetwork to be $133,272usingleased

lines, $89,998using FrameRelay and$38,4000ver the public Internet. “Y our mileagemay vary” is
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still goodadvice,but thereis a definite economicadwantageto moving away from private lines and
FrameRelaysolutionsandtowardsthe Internet. The majorbarrierto wide useof the public Internetby
corporationss security but thatoneis on theway to beingovercomethroughthe useof VPN (Virtual
Private Networks). The othermajor barrieris performance.However, eventhereprogresss taking
place,with anincreasingrumberof ISPsproviding high quality transmissior{within their networks)

andevenserviceguaranteefMakris).
6. Future of costsand prices

Precedingsectionsshavedthatcostsof datatransfersover privateline andFrameRelaynetworks
aresurprisinglyhigh. Althoughpaclet networks arereputedio be extremelyefficient, on averagethey
costmore per MB thanthe switchedvoice network does. However, thosecostsare undercustomer
control,in thatit is thecustomersvho decidehow heavily to utilize theirlinks, andthereforewhattheir
costswill be. Giventhe pricesthathave beenavailablefor transmissionin the past,they have chosen
low utilization ratesandrelatively high prices.Will thatchangdn thefuture?

While thetechnicalpressis full of storiesaboutprogressn fiber optictechnologiesnetwork man-
agershave hadto facerising pricesfor datatransmissiortapacityover thelasthalf adozenyears.Fig.
2 of [Coffman shaws the historicalrecordof T1 prices,which decreasedly afactorof 5 from 1983
to 1992, but have goneup by about50% since1992 (in nominaldollars). The rate of increasehas
acceleratedecently Thearticle[Rendlemah presentslataaboutMCI' s ratesfor leasedines. Those
for Tlsincreasedy betweenl9% and22% betweenlunel996and Decemberl997,while thosefor
T3swentup by 43%.

In the past,network managersopedwith increasedlatatraffic by moving to higherbandwidth
links, which aremuchlessexpensve perunit of capacity As anexample,Table6 (basedn[VS], and
copiedfrom [Coffman() shavs that T3 leasedinesaccountedor about41% of the bandwidthof all
privatelinesin theU.S.attheendof 1997 ,but only about7% of therevenue.(For concretesxamplesof
pricesfor varying speedssee[Fishturn(].) However, with gronth ratesin volumeof dataincreasing,
andleasedine pricesrising at an acceleratingpace,it is naturalthatnetwork managersreuncertain
whetherit will bepossibleto continueproviding large pipesthatarelightly utilized, andareaskingfor
QoSmeasureto provide high quality transmissiorfor atleastthe mostimportantpartof their traffic.

Althoughtransmissiorpriceshave beenrising, it seemdikely thatthey will soonstartdecreasing.
The mainreasonis that new technologiesprimarily WDM (WavelengthDivision Multiplexing) are

leadingto dramaticcostreductionsandthosewill eventuallyshav upin lower prices.A moredetailed
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discussionis containedin the companionpapers[CoffmanQ FishturnQ. Whatwe seenow is the
transitionfrom a network thatwassizedfor voicetraffic, in whichrising datavolumeswerecausinga
squeez®n capacityto onein whichtheunderlyingfiberis notaconstraintandthe capacityof theen-
tire network depend®nthedeploymentof electronicghatwill bedecreasingn priceata steadypace.
Whatwe arelikely to seeis whathasbeenobseredin semiconductoréseeTablel in [FishlburnQ] for

thehistoryof Intel), with total spendingon datatransmissionising, but unit pricesplummeting.
7. Aggregationof traffic

The greatesinefficiengy in datanetworking todayis thatthousand®of corporationsarerunning
their own privatenetworks. (SeeTable6, basedon datafrom [VS], for statisticson leasedines.) Not
only arethedirecttransmissiortostshigherthanover the public Internetor the FrameRelaynetworks
(Table7), but theindirectcostsof network managemerdrehighaswell. A grave defectof theInternet
is thatin pushingintelligenceto the edgesof the network, it alsopushednhetwork administrationand
maintenancéo theedgeswhereit is wastefullyduplicatedOdlyzko3].

Datatraffic doesnotsmoothoutasmuchasvoicetraffic whenit is aggrgated(cf. [FeldmannGWK
LelandTWW]). However, it doessmoothout, andthatis a partof the economicfoundationgfor ISPs.
The nationalbackboneghat reportedlydo provide good servicemanageto operateat considerably
higher utilization levels thanprivateline networks. Why don't large corporationamanageo achieve
similar gains?Onereasoris the concentratiorof traffic duringthe businesgday, discusseanorefully
in Section9. Anotherpossiblereasons thatasthe sizeof a corporationincreasesthe high bandwidth
sourceslsoincreasesothattheburstsonlargepipesareaboutaslarge,relative to capacityasonsmall
ones.Thisis averytentatve hypothesigor which | do nothave muchevidence but it is supportedby
the statisticson utilization and by picturessuchasthat of Fig. 7, shawing traffic on somecorporate
T3s. Thetraffic patternsof Fig. 7 is not muchsmoothethanthatin Fig. 6, which comesfrom a 128
Kbps link. Would aggrgatingtraffic from mary corporationsnto a large public network avoid this
problem?It should. Estimatesof traffic on the public Internetand on private line networks suggest
[Coffman thatno singlecorporatiorcarrieseven 1% of thetotaltraffic. Thusevenlarge sourcesthat
do producethe spikesseenin Fig. 7, would be melgedinto muchlarger streamsof datathat should
producesmoothetraffic.

Even without smoothinggains,aggregationof traffic doesoffer hugesavings. The reasonis that
price per unit of transmissiorcapacitydecreasedramaticallyasthe bandwidthof a connectionin-

creases.This is discussedt greaterlengthin [CoffmanQ FishturnQ], but generally increasingthe

19



sizeof alink by a factorof 25 causegrice to rise by a factorof only 6 to 10. This relationis cur
rently valid only in the 56 Kbpsto T3 range,but in the future is likely to extendto highercapacities
[FishturnQ]. Theseeconomie®f scalereflectlower selling,administratre, andmaintenanceosts,as
well asavoidanceof mary of the costsof the multiplexing hierarchythatis requiredto provide low

bandwidthlinks on a fastfiber network.
8. Stability of usageand growth patterns

A majorreasorfor the high utilization of thelong distanceswitchednetworksis thatvoicetraffic
can be predictedaccuratelyand grows slowly. Thereis a large literatureon teletrafic engineering
thatwasdevelopedover mostof the 20-th century(cf. [Ash] for informationandreferences)andthe
predictionandtraffic engineeringoolsthathave beendevelopedaresurprisinglyeffective. A few calls
fail to getthroughasa resultof congestionput thereare so few of them, even on the busiestdays,
which typically are Mother's Day andthe Monday after the Thanksg¥ing holiday that peopledon't
noticethem. As a resultof the high predictability capacitycanbe sizedcorrectly However, constant
vigilanceby network operatorsaandnetwork designerss requiredto keepthe switchedvoice network
operatingat high fraction of its capacityandyet accommodatall demandssincethosedemandgo
change Specialevents,suchasairline ticket wars,or call-in promotionsdo causestrains.

The switchedphonenetwork doesblock callson a large scalein emegeng situationssuchasan
earthquak. However, an early decisionwasmadein the Bell Systemto satisfyall normaldemands.
(As network costsdecreasedthough,the percentagef calls that were allowed to be blocked was
reduceddramatically see[Ash].) In studiesof the economicof voice phonesystemstherehave been
proposaldor lowering costsby providing lesscapacity so that mary calls would be blocked during
peakhours,andit would bethepersistentallers,whokeptredialing(andthuspresumablyaluedtheir
callsthemost)who would getthrough[MitchellV]. However, thisideawasnever takenseriously The
switchedvoice systemhasattractedan erviable reputationfor quality andusability by meetingeven
peakdemands.

Datatraffic grows much fasterthanvoice traffic, andis inherentlymuch more bursty A good
exampleis that of a dedicatedl28 Kbps link to the Internet,profiledin Fig. 6 hereandin Fig. 4 of
[Odlyzko2], andthe traffic from the Internetto a setof mostly residentialcustomershavn in Fig.
6 of [Odlyzko2]. Suchusagepatternshave corvinced mary thatdatatraffic is simply too chaoticto
accommodatéully, andthatrationingby queuewill be essentiafor mosttraffic, with only a select

portiongettinghigh quality transmissionusingQoStools.
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This sectionprovidesevidenceagainsthebasicassumptiorof unpredictablelatatraffic. Yes,data
doesnotbehae like voice,andin particularis fractal,sodoesnot smoothasmuchwhenmoresources
areaggregated(cf. [FeldmannGWKLelandTWW]).However, all thatthismightmeanis thatwewon't
be ableto useashigh a fraction of the bandwidthaswe canwith voice. Thereis muchpredictability
in datatraffic. Theregulargrowth ratein the volume of transmissionst the University of Waterloo
(Fig. 1) wasalreadymentionedn the Introduction. Otherexamplesshaving ratherregularincrease
(typically a doubling eachyear) are cited in [Coffman{. Thereis alsoregularity on smallertime
scales.First of all, thereis regular time-of-dayand day-of-weekvariation,shavn in mary graphsin
this paperandin [Odlyzko2]. (Thesewerestudiedfrom a moretechnicalperspectie in [Mukherjeq.)
How predictablghosepatternsarecanbeseenn Fig. 9, whichshavs datatraffic from AltaVistaduring
se/eral days,eacha TuesdayWednesdayor Thursdayin Januaryl998. (The reasonfor restricting
to the middle of the weekis that, just aswith voice traffic, thereis a characteristigatternwith data,
with Fridaysshaving lesstraffic thanotherworkdays,andweelendseven lesstraffic, anddistributed
differentlyacrosgheday)

Fig. 10 shavstraffic onanOC3Internetlink. It is thesameMCI link profiledin figures3 and>5 of
[Odlyzko2], andmoreextensvely in [ThompsonMW, exceptthatthistimetraffic is shavn tothenorth,
theflow rateis in 5-minuteaveragesandthe patternsfor the two workdaysare overlaid. Comparing
this graphto that of Fig. 3 of [Odlyzko2] shawvs how much smoothinghourly averagesintroduce.
On a5-minutescale thereis muchmoreburstinessandpresumablyf could obtainmeasurementsn
millisecondscales the oscillationswould be even greater On the otherhand,thereis a remarkable
similarity in the traffic over the two days,a similarity that carriesover to a comparisonof eachof
MondaythroughThursdayof thatweek.

Fig. 11shavsthedistribution of hourly traffic averaged$rom theLibrary of Congressener during
the four Sunday-Mondayairsof Dec. 7-8,1997,andthenJan. 11-12,March 1-2, andMay 17-18,
1998.Over this periodtraffic grew by about50% (from 7.1 GB on Dec. 8. 1997,to 10.9GB on March
2,1998),but thetraffic patternhasbeenremarkablystable. However, thereareoccasionaspikes(such
asthe oneon Sunday May 17, 1998, the highestonein Fig. 9). Also, somedayshave unusually
heavy traffic. Thelargestvolumesentout (throughthe endof April, 1998)wason TuesdayFebruary
17, afteralong weelendthatincludedValentines Day andendedwith the PresidentsDay holidayon
Monday when16.2 GB wassentout. (Note thatthe cumulatve statisticsavailableat [LOC] arenot
fully reliable,sincethey shaw heavy traffic on Monday Feb 16, whereaghe detailedhourly statistics

for thatday shav extremelylight traffic, asis typical on holidays.)
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Whatis oneto do whenfacedwith demandsuchasthoseontheLibrary of Congresswhichgrow
rapidly but steadilyat over 100%a year and are reasonablypredictable but with occasionakuiges
thatare50% higherthannormalfor thatday? Givenrapidly droppingsener prices,it doesnot seem
unreasonabléo adoptthe policy that guidedthe building of the voice phonenetwork, namelyputin
just enoughcapacityto meetthe foreseeabléncrease$n demand]ike thatof Feh 17,1998. If even
higherdemandmaterializeslet somesimplequeuingmechanisntake careof rationingaccessluring
the overloadepisode. If thatis done,though,thenon mostdaystherewill be no congestiorat the
seners,andno needfor any complicatedQoSmechanismsA similarapproactappearso beworkable
for transmissiorcapacity especiallyif bandwidthpricesdo startdroppingrapidly.

A factorthat makestraffic on backbondinks smootherthanit might be is thatit getsnaturally
smoothedat its sourcesor at intermediatdinks on the way to the backbones.A workstationmight
be capableof putting out 50 Mbps, but if it is attachedo an Ethernetjt will belucky to transmit(or
receve) 5 Mbps. We againhave to keepin mind the picture of the entire Internetin Fig. 2. What
happensat the coreresultsfrom a combinationof eventsat the edgesandthoseedgesactasnatural
controllers. Evenif the capacityof onelink is drasticallyincreasedit requiresimprovementsin the
restof the infrastructureto be ableto utilize the addedbandwidthsensibly Admittedly, a malicious

usercancausenarm.However, in generapeopleactsensibly not maliciously
9. Complementarytraffic patterns

Table 4 shaws that the long distanceswitchedvoice network is utilized much more efficiently
thanary of the datanetworks. A key factorbehindthis efficiency in usageof transmissiorfacilities
is thatthey are sharedamongseveral classef userswith complementaryraffic pattern. Fig. 1 of
[Odlyzko2] shaws the aggr@atetraffic patternon the switchedvoice network. Fig. 5 of this paper
shaws this sametraffic broken down into residentialand businesscomponents(This figure is based
onFig. 1 of [Odlyzko2] andFig. 30.20f [Clark3].) Thedistinctionis notclear in thatmuchof what
is officially calledresidentiakallingcomesrom smallofficesandhomeofficesof businessustomers
who arenot identifiedassuch. Similarly, muchof 800-numbeicalling is by residentialusers,but it
is classifiedin the businesscateyory, sinceit is paidfor by corporatecustomers Still, eventhoughit
is imprecise the division into thesetwo classess enlightening.Their behaior is strikingly different.
What's mostimportant, their demandsare largely complementary Residentialcustomers’heaviest
calling periodis on Sundaywhentherearepracticallyno busines<alls,andduring the businesslay,

they concentrate¢heir callsin the evening,againwhentherearefew businessalls. If onehadto build
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two separatenetworks for thesetwo classef customersthen, even ignoring the loss of efficiengy
comingfrom lessaggreyation,thetotal capacityof thetwo networkswould have to be over 60%higher
thanthatof the singlenetwork.

Datatraffic shavs comparabl@ifferencesn traffic patternamongdifferentclasse®f usersdiffer-
enceghataresimilarto thoseobseredin voice phonestatistics.Businescustomergeneratalmost
all of theirtraffic duringthebusinesglay, in thepatternshavn in Fig. 5 andto someextentalsoin fig-
ures4 and7 of [Odlyzko2]. Residentiatustomerswhosebehaior dominates-ig. 4 of this paperand
Fig. 6 of [Odlyzko2], generategheir traffic onweelendsandlatein theday (evenlaterthanvoicecalls,
with the peakfor modemcalls aroundmidnight). Whatthis meanss thatif the privateline networks
wereabsorbednto the public Internets backbonesthey could provide for everybodyserviceasgood

asthe corporateusersenjoy right now andtotal costswould befar lower.
10. Pricing and demandshifting

Often naturaldemandsare not suficiently complementaryo provide an evendemandprofile. In
suchcases,one can modify customerdemandshrough pricing. In the Bell System,long distance
ratesdependedn distancefrom the beginning. This pricing originatedin the high maiginal costsof
settingup and carrying suchcalls. On the other hand, priceswere uniform aroundthe clock until
1919. At thattime a three-tierprice schemewas introduced(on top of the complicateddistance-
sensitve structure),with evening discountsfor calls placedbetween8:30 pm and midnight, and a
larger night discountfrom midnightuntil 4:30am. The numberof tiersandhoursthey wereeffective
keptchangingput it is notevorthy that Sundaydiscountsvereintroducedonly in 1936,and Saturday
onesacoupleof decadetater TheAT&T archivesappeanotto containary detailedrecordgustifying
theeveningandnightdiscountsput thelikely rationaleis easyto deduce Longdistancephoneservice
wasextremelyexpensve for several decadesfter AlexanderGrahamBell's invention. In 1919, four
yearsaftertheintroductionof transcontinentaervice a three-minutghonecall from New York City
to SanFranciscqthe minimal onecouldbuy) cost$16.50 morethanmostfamiliesspentonhousingin
amonth. Telephoneservicewasfor businesseandtheveryrich. As lateas1930,theaveragenumber
of long distancecallswasonly 160,000duringthe week,136,0000n Saturday(which waslargely still
aworking day andhelpsexplainthelong delayin introductionof Saturdaydiscounts)and67,0000n
Sundays.The network waslargely idle in the eveningandat night, yet it hadto be keptoperational
(andthis involved substantiatostsin the 1910s,sinceoperatorsvererequiredto setup calls), since

muchof its valuewasin the ability to provide serviceat unusualtimes. It wassensiblethereforeto
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encourageisein off-peakhoursthroughdiscounts Thelatestartat8:30 pm andearlyphaseouat4:30
amwerepresumablydesignedo avoid diversionof regularbusinesgallsinto lower-costperiods.

Extensve studyof economicof telecommunicationdid not startuntil the 1960s(see[MitchellV]
andthereferenceshere).lt is interestingo consideffor comparisortheelectricpowverindustry There
economicconcernsvereat the forefrontof businesglanning,andan extensve literaturewasgener
atedat the end of the 19th andin early 20th centuries. For a brief overvien of the subject,seethe
excellentshortsummaryin [Friedlande}. For moredetailedaccountsseethe famouscomprehense
suney [Hughe$ andthe paperdHausmanN1HausmanN2Plat{. Interestinglytheliteratureon pric-
ing of electricitywascreatedprimarily by engineersandbusinessmenwithout noticeablanput from
economists(This wasseveral decadebeforeRamsg, for example.) It did not have the quantitatve
analysef moderneconomicshut it was sophisticated.In particular careful attentionwas paid to
diversityin patternsof usethroughtheday The problemin launchingthe electricpower industrywas
thatinitial demandvasfor lighting homesandthatbasicallylastedfor afew hourseachevening.Dis-
countswereintroducedor industrialusein orderto utilize theavailablecapacityduringtheday (Note
theinterestingreversal,with commercialusersgettinglower rateson electricity thanresidentialones,
but payingmorefor telephoneservice.)A remarkablel914addresdy Samuelnsull, a pivotal figure
in the developmenbf the electricpowerin the U.S.,enumerateélevendifferentclasse®f consumers
(suchasresidentialhomes,industry streetcars,andstreetlighting), their diverseusagepatternsand
how they contritutedto leveling of total demand. For example,during the day of maximumusein
1914, had eachof thoseeleven cateyoriesmadeits peakdemandat the sametime, Commonwealth
Edisonwould have hadto supply26,640kw. Insteadthe peakdemancdbon the systemwasonly 9,770
kw. (For details,seeChapter9 of [Hughe$, especiallypp. 217-226.)Theelectricpower industryeven
took deliberatestepsto stimulatedevelopmentof new applicationghatwould generataisagepatterns
thatwould complementhoseof othersourcesf demand.

Flat ratepricing for Internetaccessgnay turn out notto be sustainableandthe variationsin traffic
patternamongdifferentclasse®f customersnaynotprovide enoughsmoothing In thatcasejt might
be possibleto usepricing to inducebetterutilization. Pricingwould not necessariljhave to be usage-
sensitve, in thatonecanhave differentpricesfor differentclasse®f consumersf onecandiscriminate
amongthem,andpreventarbitrage.

In the time-sharingarena,therehave beensuccessfuexamplesof evening out the load through
time-of-daypricing [GaleK]. However, the rapid growth in processingpower thathasprovided more

cyclesthanpeopleknon whatto do with, andthis hasput an endto just aboutthe entire businesof
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pricing processingower. It seemdikely thatin datatransmissiora similar phenomenowmvill apply If

it doesnot, though thenschemedik e thosein [GaleK] might provide aworkablealternatie.
11. Quality of Sewice

For asuney of QoStechniquesseeglFergusonH. Thissectionwill notdealwith thetechnologies,
andwill concentrat®n raisingglobal questionsaboutthe placeof QoSin networking.

QoSapproachesvould be of greateswalueif networks were seriouslycongestedandthe traffic
requiringhigh quality transmissiorwerea smallfractionof thetotal. Underthoseconditions creating
anexpresslanefor the priority traffic is sensible.However, neitherof theseconditionsappliestoday
andit is questionablevhethereitherwill applyin the future. As wasshavn in sections3 and5, most
datanetworks are very lightly used,andthe costsappearto be acceptablesinceit is the userswho
choosehetradeof betweerprice andperformanceFurther therearereasongo expectthat pricesof
broadbandransmissiorcapacitywill starta rapidandsustainediecline,sothatit will continueto be
feasibleto provide uncongestegipes.

Whenutilization ratesarelow, usersareclearly payingfor the ability to burstat high speed As is
discussedh thelntroductionto [OdlyzkoZ2], in thaternvironmentthemainconstraints notcompetition
with otherdemandsbut justthebandwidthof theconnectionQoSdoesnot provide any helpwith that.

Many QoSschemesgrioritize traffic dependingon whatapplicationit comesfrom. This approach
hasmary problems.Currentlythe majority of Internettraffic is http (around70%, [ThompsonMW),
andit is temptingto saythatthis represent§Web surfing” that shouldtravel with lower priority than
pacletizedvoice, say However, muchof this “Web surfing” mayrepresenfin the future,if not now)
customersnakingproductinquiriesor purchasesandit is questionablevhetheiit shouldbe consigned
to a congestedchannel. In general,it is not at all clearwhetherhigh priority traffic will be a small
fraction of the total. Further as|PSecand other encryptionmethodsare appliedto an increasing
fractionof thetraffic, it will behardto decidebasedn pacletsalonewhatapplicationoriginatedthem.
It will thenbe necessaryo resortto elaboratesignalingschemego male prioritizationwork, further
complicatinganalreadycomplex system.

Advocatef QoSappeamnotto have producedary quantitatve analyse®f theadvantage®f their
schemesnor of the costsof implementingthem, althoughthereare someadmissionghat thosecosts
arenot goingto be negligible [FegusonH. Most of the costsarelikely to be hardto quantify ones,
thoseinvolving applicationdevelopers,end users,and especiallynetwork administrators.All those

costsarealreadyhigh.
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Many QoS schemeswould require deployment throughoutthe Internetto be effective. Thatis
a seriousdefect,given the tremendoudeterogeneityandlack of centralizedcontrol, sincethereare
plenty of ancientsystemsaround,andno signsthatchangeill be ary fasterin the future. Further
oneof themostpressingssuedor thefutureof the Internetappearso bethatof ISPinterconnections.
It is alreadycomplicatedwith no clearmodelsasto whatserviceagreementandsettlementsvill be
common.Throwing in QoSquestionsvould only make thisissueharderto resol\e.

In conclusion total systemcostssuggesthatit would be bestto confinemost QoS measureso
the edgesof the network, for thoseinfrequentcasesvhereit is absolutelynecessaryThe coreof the
network would bebestrun atauniformly high standardor all traffic, with no end-to-endtoordination.
This would male it easierto reachand monitor agreementamongcustomersandserviceproviders,
andwould allow applicationdevelopersandusersa simpleview of the network. SomeQoSmethods
could still be usedin the core of the network, provided they wereinvisible to the end users. (Fair

Queueings anexampleof suchatechnique.)
12. Usage-sensitie pricing: Panaceaor boondoggle?

Thereare strongagumentsfor usage-sensué pricing evenin a network with a single classof
service(see[FishlurnO, Odlyzko1], for example,andthereferenceshere). Evenin todays undiffer-
entiatedservicemodel,thereis a strongtrendby corporatenetworksto chagebusinesainitsaccording
to theirusageof thenetwork, to promotegreaterawarenessf costsandmorerationaluseof resources.
Theseargumentswill becomesvenmorecompellingaswe move into the bandwidthexplosionperiod.
For example,in theresidentiaimarket, we will wantto offer Internetaccesso neighborspneof whom
hasjust a POTS line with a 28.8 Kbps modem,the othera cablemodemcapableof 1.5 Mbps. The
priceswe chagethemcannotdiffer by much,sinceotherwisethe cablemodemcustomemwill notbuy
ourservice.Ontheotherhand,we donotwantthatcablemodemcustometo engagen arbitrage sell-
ing 28.8Kbpsserviceto his entireneighborhoodsincewe won't be ableto afford to carrya constant
1.5Mbpstraffic streamfor theprice of a singleresidentialaccount.

If we offer a network with differentclasse®f service therewill be no way to avoid the necessity
of usage-sensite pricing. Customerswill have to have a clearincentive to sendonly the traffic that
requireshigh quality serviceonthebetterchannelsPricingdoesnot have to beonerougo have alarge
effect. Evena small chage canhave a noticeableeffect on humanbehaior. For example,New York
City hasrecentlystartedinstalling watermeters. They wereled to this stepby statisticsthat shaved

municipalitieswith watermeteringhave per capitawaterconsumptiorup to a half smallerthanNew

26



York City. As anotherexample,usageof courierservicess not explicitly restrictedin corporations,
but knowledge of the extra costsand managemenspot checkslead emplg/eesto limit their useto
importantcases.In Internetaccessaswell, small priceshave often hadlarge effects. For example,
in Europe,residentiallnternetaccesss largely on a flat rate basis,but usershave to pay the phone
compan for eachminuteof line use. Theresultis a hugesuge in Internetusein the evening,when
therelatvely modesiperminutephonechagesdrop.

Althoughtherearestrongamgumentdor usage-sensite pricing, the burdenof introducingit would
be heary. Carefulaccountingof traffic volumeswould be required,aswell astechniquedor either
sendelor recever paying. The switchedvoice phonesystemis oftenderidedfor its expensve billing
system. However, that systemis designedtio be accurate reliable, and auditable. Existing traffic
monitoringschemedor paclet networks arenoneof thesethings. Whenoneexaminescurrenttraffic
statisticstherearemary missingor clearlyincorrectdatapoints.To introducea robustusage-sensite
pricing mechanisnwould be along andexpensve undertaking.

If thereareto beperbytechagesonthelnternetthey shouldbebasedn edgepricing;i.e.,chag-
ing attheentranceandexit from thenetwork, notbasednwhathappenstinternalnodes.Congestion
pricing,in whichtolls arelevied only whenthereis too muchtraffic, have beenadwocatedby MacKie-
Masonand Varian and others[MacKieMV] and do have nice optimality properties. However, they
involve complex operationsn the heartof the network, whereresourcegremostscarceandalsogo

againsuserpreferencefClarkl, Clark2, Odlyzkol, ShenlerCEH.
13. Alter nativesto Quality of Sewice

The simplestalternatve to QoSis to simply provide the big pipesthatwill accommodataiser
demandsandcontinueto treatall pacletsequallyaswell asto chagefixedmonthlyfeesonly. As was
shavn earlier this stratgy would work with currentnetworks andusers. Evidenceshavs that users
would not go wild andinstantly saturatehe newly available bandwidth. Whatwould be requiredis
to replaceexisting private networks by public onesof the sameaggregatebandwidth. Suchnetworks
would exploit thecomplementarityf traffic demandsndthesmoothingeffect of aggrgationof mary
sourcedo provide universallyhigh quality transmissionThis would minimize the costto application
developersusersandnetwork managersandwould let themconcentrat®n otherseriousssues.

Therearereasongoutlinedin Section6) to expectthatthis stratgy might work in the future as
well, as pricesof broadbandcapacitydecline. However, it would be a race betweendemandand

supply andonecouldamguethatthebalancevould beunstablepr elsewould settleinto a situationlike
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that of the currentpublic Internet,wherequality is mostly inadequate We alreadyseethe traditional
model breakingdown. Backboneproviders are beginning to levy extra chageson ISPs,and Web
hostingservicesdo have usage-sensité pricing. WhenlISPsload their lines 10 times more heaily
thancorporatecustomersthe arbitrageopportunitiesandthe disparitiesin costsimposedby different
customersare just too large to ignore. Sincethesefactorswill continuein the future, it might be
necessaryo have a slightly moreintrusive pricing schemethat doesprovide correctincentives for
servicepravidersandusers. | proposeusing a uniformly high transmissiorquality with all paclets
treatedequallyon the backbonesandwith “expectedusageprofile” to price accesdo the backbones.
It resemble<€lark’'s “expectedcapacityallocation”[Clarkl, Clark?d, exceptthatit would not be used
on a shorttime scalefor congestiorcontrol, as Clark's schemewould, andwould not have his “in”
and“out” bits. Userswould enterinto contractswith serviceprovidersthatwould specifywithin broad
rangeshevolumesof traffic they wouldbetransmitting.Suchcontractsouldberengotiatedquarterly
or annually in a patternusedin theinsurancandustry Contractanight evenspecifywhatfractionof
traffic would be have to be“cooperatve” (like TCR which slows down in the presenc®f congestion),
andwhatfractionwould be sentat differenttimesof day

It is possiblethateventhe expectedusageprofile approactwould not be sufficient to provide good
service,andthatsomemethodthatwould provide congestiorcontrol on shorttime scalesvould still
be required. In that case,asa slightly moreintrusve schemeandthe strongesthatis likely to be
justifiedl proposaheParisMetro Pricing(PMP)schemef [Odlyzkol]. In PMP, thebackbonesvould
bedividedinto severallogically separatehannelsgachwith adifferentprice perbyte. Userswould be
freeto selectfor eachpaclet which channelo sendit on. The expectationis thatthe moreexpensie
channelswvould attractlesstraffic, andthereforewould be muchlesscongested.The detailsof PMP
andin particularfurtherjustificationsfor it arecontainedn [Odlyzko1]. While thatpaperwaswritten
whenl thoughtthe Internetwasmuchmorecongestedhanit is, the basicintuition of PMPstill appears
to be valid, namelyto have a schemehatis assimpleaspossible.If therearegoingto be different
servicelevels on the Internet,therewill have to be differentialpricing. In thatcase though,why not
take advantageof that pricing to dealwith congestiorcontrol,andpresere the statelessatureof the
Internet? PMP keepsthe pricing part, which seemaunavoidable,anddispensesvith everythingelse.
My expectationis thatif adifferentiatedservicesystemis introducedon the Internet,it will eventually
evolve towardsPMP (or degenerateowardsit, dependingon ones view).

PMPwouldnotoptimizearythingexceptsimplicity of thesystem(subjecto having usage-sensite

pricing). Thereareotherproposalsdescribedr referencedn [McKnightB], thatareprovably better
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in termsof optimizingsomeeconomiccriteria. However, all the evidencecollectedin this papershavs
thatin the rushtowardsthe InformationSociety wherejust keepingthe Internetgoingin the faceof

rapidchangds anoverwhelmingchallengeit is simplicity thatis mostdesirable.

14. Conclusions

Almostall of theInternetis overengineeredjesignedo accommodatevenpeakloads,andlikely
to remainthatway. Only afew key partsarecongestedOneoptionis to implementavarietyof Quality
of Servicemeasuregp attemptto provide adequateervicefor the crucialapplicationsHowever, it is
not clearhow efficient thatwould be. Further the effectivenessof QoSwould dependon substantial
modificationsthroughoutthe whole computingand communicationsnfrastructure. Consideringthe
economicsof the whole system,and the likely declinesin costsof high bandwidthconnectionsit
appeargpreferableio overengineethefew partsthatarenow bottlenecksShouldthatnot befeasible,
only the simplestpossibleschemeshouldbe implementedio minimize the burdenon the usersand
network administrators. Most of the QoS tools are useful, but shouldbe implementedeither only

locally, or elsedeepinsidethe network, invisible to theusers.
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Tablel: Numberandusageof U.S.telephondines.

year lines local calls intrastate interstate
(millions) (minutesper  toll calls toll calls
dayperline) (minutesper (minutesper
dayperline) dayperline)

1980 102.2 39 4 4
1984 1126 40 5 5
1988 127.1 39 6 7
1992 1433 37 6 7
1996  166.3 40 6 8

Table2: Effective bandwidthof long distancenetworks,yearend1997.

network bandwidth(Gbps)
US voice 350
Internet 75
otherpublic datanetworks 40
privateline 330
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Table3: U.S.datacommunicationsnarket (derived from Dec. 1997issueof Data Comunications

1997 1997 1998
revenues growth projected
(millions)  rate gronth

rate
PRODUCTS:
LAN switches $4,297 75% 38%
Routers 3,095 12 11
Hubs 1,789 -20 -12
NICs 2,115 -20 —-14
Seners 18,370 15 16
Wiring 2,685 22 15
Network operatingsystems 1,921 13 15
Remoteaccesslevices 1,604 35 27
Modems 3,077 -7 13
FrameRelayswitchesandaccesslevices 1,231 36 24
PBXs 4,805 -3 27
Videoconferencingquipment 930 30 25
Network andsystemsnanagement 3,094 25 25
Other 6,713 29 30
PRODUCTSTOTAL $55,726 14% 19%
NETWORK SUPPOR SERVICES $7,880 14% 17%
DATA AND NETWORK SERVICES:
Leasedines $9,750 16% 10%
ISDN 1,036 35 60
FrameRelay 2,330 106 103
Commercialnternetservices 1,517 42 103
Other 1,378 22 40
DATA AND NETWORK SER/ICESTOTAL $16,011 28% 38%
PRODUCTSAND SERVICESTOTAL $79,617 17% 23%
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Table4: Averageutilizationlevels

network utilization
local phoneline 4%
U.S.longdistanceswitchedvoice 33%
Internetbackbones 10-15%
privateline networks 3-5%
LANs 1%

Table5: Traffic onlong distancenetworks,yearend1997.

network traffic (TB/month)
US voice 40,000

Internet 2,500- 4,000
otherpublic datanetworks 500

privateline 3,000- 5,000

Table6: Retailleasedine marlketin theU.S.,endof year1997.Bandwidthin Gbps,revenuein billions
of dollars.

line speed no.lines bandwidth projected8gronth  revenue

Gbps $ billions
56/64& lower 447,530 57 -1% 4.87
fractionalT1 19,880 10 2% 0.26
T1 98,850 304 7% 4.58
T3 & higher 3,010 259 34% 0.72

Table7: Costsof transmittinga megabyteof dataover variousnetworks.

network dollars/MB
modem 0.25-0.50
privateline  0.50- 1.00
FrameRelay 0.30

Internet 0.04-0.15
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Traffic from the Internet to the University of Waterloo
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Figurel: Traffic onthelink from thepublic Internetto the Universityof Waterloo.Theline with circles
shavs averagetraffic duringthe monthof heaviesttraffic in eachschoolterm. The stepfunctionis the
full capacityof thelink. By permissiorof University of Waterloo.

Private line
network

Figure2: Thecorelnternetandotherdatanetworks. Artwork by ThelmaPickell andSuePope.
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Columbia modem pool utilization
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Figure3: ColumbiaUniversity modempool utilization during the Sundayand Monday pairsof Jan.
18-19andJan.25-26,1998.2-minuteaveragesBy permissiorof ColumbiaUniversity

University of Toronto modem pool utilization
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Figure4: University of Torontomodempool utilization duringMar. 7-8,1998.2-minuteaveragesBy
permissiorof University of Toronto.
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switched voice volume
business vs. residential
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Figure5: Residential(thin line) and business(line with circles) voice traffic on U.S. long distance
switchedvoice networks,aspercentagef peaktraffic onthosenetworks.

Utilization of a 128 Kbps link to the Internet
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Figure 6: Utilization of a 128 Kbps dedicatedbusinessconnectionto the Internetduring February
22 and 23 (thin line) and March 1 and 2 (line with circles),1998. Hourly averagesof traffic to the
customer
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corporate T3 private line utilization
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Figure7: Traffic ontwo corporatel 3 privatelines. Hourly averages.
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Figure8: Traffic into ColumbiaUniversityonJan.18, 19,25, 16 andFeh 1 and2, 1998. 15-minute
averagesEasterrStandardlime. By permissiorof ColumbiaUniversity
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AltaVista data transfers
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Figure 9: Datatransfersby the AltaVista searchengine,during several workdaysin January1998.
Hourly averagesPacific Standardlime. By permissiorof Digital EquipmeniCorp.

OC3 Internet link utilization
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Figure10: Traffic to the northonanMCI OC3Internettrunk on Tuesdayand WednesdayAugust26
and27,1997.5-minuteaveragesEasterrStandardlime. By permissiorof MCI.
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Library of Congress Internet traffic
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Figurell: Library of Congresdraffic over several Sunday-Mondayairsin late 1997 andfirst half of
1998. Shaws fractionof daily traffic transmittedduringeachhout
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