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Abstract. Thepublic Internetis currentlyfar smaller in both capacityandtraffic, thanthe switched
voicenetwork. Theprivateline networksareconsiderablyargerin aggr@atecapacitythanthelnternet.
They areaboutaslarge asthe voice networkin the U.S., but carrylesstraffic. Ontheotherhand,the
growth rateof traffic onthepublic Internet,while lowerthanis oftencited,is still about100%peryear
muchhigherthanfor traffic on othernetworks.Hence if presengrowth trendscontinue datatraffic in

theU.S.will overtakevoicetraffic aroundtheyear2002andwill be dominatedyy thelnternet.
1. Introduction

Therearemary predictionf whendatatraffic will overtakevoice. It eitherhappenegesterdayor will
happertoday tomorrow, next week,or perhaponly in 2007. Therearealsowildly differingestimates
for the growth rateof the Internet. The numberof Internetuserds variouslygivenasincreasingat 20
or 50 percentper year andthe traffic on the Internetis sometimegeportedas doubling every three
months,evenin sobergovernmentreportssuchas[DOC]. Oftenthe samesourcecontainsseemingly
contradictoryinformation. For example JohnSidgmorethechief operatingfficer for WorldCom,and
thepersonin chage of all its Internetactivities, gave aninterview (apparenthheldin early1998)that
waspublishedn [Sidgmore].He statedhatrevenuedrom Internetoperationat WorldComwereabout
doublingeachyear Laterin theinterview, he saidthatthe bandwidthof UUNet's Internetlinks was
increasindlO-foldeachyear SincethepricesthatUUNetchageshave notdecreasedecently certainly
not by a factorof 5, both of theseclaimscanbe correctonly if somethingunusuais happeningo the
WorldComnetwork.

Sincethereis no comprehensie sourcefor informationon the sizeandgrowth rateof the Internet,
it seemedwvorthwhileto do ascarefulan analysisasthe fragmentarypublicly available dataallows.
Thisis especiallyimportantbecauseaswe pointoutbelow, thegrowth rateof the Internethasnotbeen
stable.

In this studywe focuson the sizesof networks(measuredy their transmissiortcapacity)andthe



traffic they carry (measuredn bytes). We find that the public Internet(the part of the Internetthat
is notrestrictedto usersfrom ary singleorganization)is still small, whethermeasuredn capacityof

links or in traffic, whencomparedo thevoicetelephonenetwork.(This maynotbetruefor all routes.
Therearefrequentreports,for example,thatthereis more Internettraffic thanvoice traffic between
theU.S.andScandingia.) In contrastthe privatepartsof the Internet(largely corporateprivateline

networks)alreadyhave capacitycloseto thatof thevoice network.Ontheotherhand traffic on private
line networksis still muchsmallerthanthaton thevoice network,possiblynotmuchbiggerthantraffic

onthepublicInternet.

In modelingthe transitionto a networkdominatedoy datait appearsmportantto recognizethree
distinctgrowth rates:

(i) Interstatevoice traffic (which carriessomefax and modemdata)hasbeengrowing recently
about8% a yearwhenmeasuredn minutesof use. This is an acceleratiorfrom the 4% ratesof the
early 1990s but not asfastastherecord23%increasdn 1984,or the averageof 10.3%peryearthat
wasobseredduringthe 1980s. (SeeTable12.1in [FCC2] or [FCC3] for precisenumbers.Revenue
growth hasbeenfar lower as priceshave dropped,which wasundoubtedlythe major reasonfor the
increasen calls.)

(i) Capacityandpresumablytraffic on privateline networkshave beengrowing 15%to 20% per
yearin thelastfew years[VS].

(i) Traffic andcapacityof the public Internetgrew at ratesof about100%per yearin the early
1990s.Therewasthena brief periodof explosive growth in 1995and1996. During thosetwo years,
traffic grew by a factorof about100, which is about1,000%peryear In 1997,it appearghattraffic
growth hassloweddown to about100%peryeat

Traffic on the FrameRelay semi-publicdatanetworksis alsogrowing about100%peryear (We
referto FrameRelayandATM networksassemi-public sincethey carrytraffic from mary sourcesbut
almostuniversallyfrom a sourcewithin anorganizatiorto a destinatiorwithin the sameorganization.
In contrastpublic networkdlike the voice networkandthe Internetallow connection®f ary sourceto
ary destination.)

Reportssuchas[DOC], which claim 1,000%growth ratesfor theInternet,appeato beinaccurate
today sincethey arebasednabrief periodof anomalouslyapidgrownth ashortwhile ago.(Theclaim
in [DOC] is basedon thereport[Inktomi] thatusesdatano morerecentthanthe endof 1996,theend
of the period of abnormallyfastgrowth.) Still, even a doublingeachyearis fantasticallyfast by the

standardsf the communicationgndustry



If traffic onthelInternetcontinuego doubleeachyear datashouldexceedvoiceon U.S.long dis-
tancenetworksaroundtheyear2002.(We areusingdatahereto referto packetraffic, andvoiceto the
circuit switchedtraffic, whetherthoseareusedto carryvoiceor data.) Thereareobviousuncertainties
in makingsuchprojectionsbut in Section8 we discusghelong historicaltrendof consistentlyrapid
growth of the Internet,andthereasonsve expectit to continue.

Our estimateof the transitiondatefrom dominationby voice to dominationby datadiffer from
mary publishedones. Most of the claims(suchasthatof [Thyfault], which saysthatthe bandwidth
of datanetworkswill equalthatdevotedto voice in 2000)are not substantiatetby detailedanalysis
andappeaitincorrect,asthattransitionis occurringaboutnow, it appearsThe analysisof [MutooniT]
appeardo go astrayby assumingutilization ratesof dataand voice networksare aboutthe same.
However, asis shavn in the companiornpaper[Odlyzkol] anddiscussedt greaterengthin Section
7 below, datanetworkstypically areusedmuchlessintensively thanvoice networks. Thusnetwork
capacitiedo not representhe amountof traffic thosenetworkscarry Finally, thereareclaims(such
asin someof thepresentationsf Vint Cerf[Cerf]) whichmayagreewith our predictionof a transition

around2002,but they arenotaccompaniethy detailedarguments.
2. What to measure and how

Mary studiesof the Internetlook atthe numberof userdcf. [Nua]). Thisis themostrelevantmeasure
for somepurposesalthoughit is inadequatédor others,asit doesnot sayarything aboutthe intensity
of usage. Otherstudiesmeasurehe Internets size by the numberof computersconnectedo it (cf.
[ITU] andTable7 in this paperbothbasedn datafrom [NW]). In this studywe focuson the sizesof
networksandthetraffic they carry

SincetheInternetis aloosecollectionof networksjt is hardto decidewhatto includein estimating
its size.SeeFig. 1 for asketchof theuniverseof datanetworksandtherolethatthepublicinternetplays
in it. A key pointis thatwhatis commonlythoughtof asthe Internet,namelythe public backbones
connectingll thelocalnetworksjs only asmallpartof thedatanetworkinguniverse Most datatraffic,
just like mostvoice phonetraffic, is local. Also, mostof the costof dataandvoice communicationss
associateavith localfacilities. For example,universitiestendto devote betweerl0%and20%of their
networkbudget(countingthe costof peopleaswell asequipmentndservicebtainedrom carriers)
to Internetconnectionsin voicetelephoty, of theapproximately$200billion thatis spentin the USA
eachyear only about$80billion is for long-distanc€inter-LATA) calls. Moreover, of that$80billion,

about$30billion is paidto thelocal carriersin accesshages,sothetruelong-distance&eomponenbf



the costto the publicis around$50billion, only abouta quarterof thetotal for the voice system.

Althoughmostof the costof telecommunicationsetworksis for localfacilities, we considedong-
distancetransportonly. The economicsand patternsof usageof local facilities are different (see
[Odlyzko2] for more extensive discussiorof this point). Studiesof dataaswell asvoice communi-
cationshave historically concentratean long haul circuits. They arethe mostheavily utilized and
alsothe mostdifficult or expensve to upgrade so sophisticatecengineeringand pricing approaches
aremostappropriatehere.We will follow this precedentandwill not considerthe LANs andWANSs.
Similarly, we will not considerocal accessinks, suchasthe phonelinesusedby residentialinternet
usergo connecto their ISPsor to makelocal voice calls. While we cannotavoid comparingapplesto
orangesye try notto compareapplesto orangetrees.

Unlike moststudiesof the Internet,we considemot only the public Internet, but alsothe long-
distanceprivateline networks.Thesenetworksareestimatedo mostlyuselP (InternetProtocol),and,
aswe shaw, arefar largerin both costandbandwidth(but not necessarilyn traffic carried)thanthe
public Internet. The evolution of the Internetin the next few yearsis likely to be determinedy those
privatenetworks gspeciallyby therateat which they arereplacedy VPNs(Virtual PrivateNetworks)
runningover the public Internet. Thusit is importantto understandhow large they areand how they
behae.

In this study we consideronly U.S. networks. Thesenetworksstill accountfor betweer60%and
70%o0f usersandhostcomputersn theworld [ITU, Nua],andalmostsurelya higherfractionof capac-
ity andtraffic, sincetransmissiortostsmuchlessin theU.S.thanin mostof theworld [ITU]. It is also
easierto obtaindatafor North America. Further mostcountriesare striving to lower their telecom-
municationscosts,andsothe patternave obsenre in the USA arelikely to bereplicatedelsevherein
thenext few year Thegeographicatestrictiondoesmean however, thatthe equalityof dataandvoice
traffic we predictfor 2002appliesonly to the U.S.,andthe crossweris likely to be somavhatlaterin
mostothercountries.

Evenin theU.S.,we excludegovernmennetworksfrom considerationWe alsodo notconsiderre-
searchetworkssuchasvBNS, sincethey carrylittle traffic, althoughthey do have substantiatapacity
(aswe will mention).

We consideronly lines that are usedfor carrying voice and datatraffic. The capacitiesof the
underlyingfiber networks(cf. [FCC1]) arefar higherthanthosewe will belisting. It wouldtakeustoo
far afieldto try to explain the disparityin the estimatesbut they have to do with differencedetween

air distancesandfiber routedistancespresencef darkfiber, restoratiorcapacity andotherfactors.



3. Costsand pricesand the decline of distance

We study capacitiesof networksandthe traffic they carry We measurdhesein Gbps(gigabitsper
second,10? bits per second)and TB/month (terabytesper month, 10'? bytesper month). However,
it seemsintuitive that a terabytecarried betweenBaltimore and Philadelphiais not equivalentto a
terabytebetweerBaltimoreand SanFrancisco.Thusa morecompletedescriptionof communications
traffic shouldincorporatea measuref how far thattraffic travels. Distancedoesplay animportantrole
in theevolution of networks.For example animportantreasorcitedfor themigrationof corporatedata
traffic to the public FrameRelaynetworksis thatchaging for FrameRelayis insensitve to distance,
makingit muchlessexpensve for long distancecommunication$Cavanagh].

While distancedoesplay a role in telecommunicationst is a decreasingole. (Seethe book
[Cairncrossfor generabiscussionsf thisphenomenorandits likely effects.) Themonthlytariffs for
interstateT 1 leasedinesfrom MCI (quotedfrom [Leida]) consistof afixedfeeof $3,234and$3.87for
eachmile. (The correspondindiguresfor a T3 are$22,236and$52.07, respectiely, sothe distance
dependencis strongeifor highercapacitylinks, aphenomenome expectto continue.)For thetypical
300-mileleasectircuit distancethefixedfeeis 73.6%o0f thecostof aT1, and58.7%for a T3, anda
morerepresentatie costestimatevould shov muchgreatersharefor fixedcosts sinceit wouldinclude
local connectionsindleaseof terminatingequipment(Thefiguresin Table3 arefor all-inclusivecosts
of privatelinesof variousspeedsandfor a 56 Kbpsline include57%for local accesgosts.It should
be noted,asis detailedin [Leida], for example,that customergypically lower their costsby up to
50%throughlong-termcontractsandbulk purchasealiscounts.)The historicaltrendin pricing of aT1
connectioris shavnin Fig. 2, which displaysthetariffed ratesfor aT1 line of 700miles,brokendown
into fixed and mileage-sensitie componentsfrom thetime this servicewasfirst offereduntil theend
of 1997.Evenatsuchalargedistancethe distance-sensite partof the pricehasdecreasedapidly.

Thedecreasingole of distancecanalsobeseerin thevoicetelepholy pricestructure As is showvn
in Table14.20f [FCC2],in theearly1980sthereweremary ratesfor interstatecalls,dependingpnboth
distanceandtime of day. Todaythereis still somevariationdependingon time of day, eventhough
thatis alsodecreasingsee[Odlyzko?2] for adiscussion)but callsarepricedindependentiypf distance
(within the U.S.). This reflectsthe decreasingdraction of the price that goesto cover networkcosts.
It is estimatedhatof the 12 centsa minutethatcarrierscollecton averagefor a voice call within the
U.S.,only aboutl.5 centsis neededo pay for the network. (By far the largestcomponenf costis

the approximatelys centsa minute of acceshagespaid to local carrierslargely to subsidizelocal



service.)

The discussiorabove wasintendedto shown thatwhile our analysisdoesignoreimportantfactors
of distancejt is reasonabléo do so asa first approximation.In furtherdefenseof our approach|et
us mentionthatmostcommunicatiornis still local. This wasapparentlyfirst notedin the 19th century
by Cargy and others(seeChapterll of [Isard]), but is bestknown from the work of Zipf [Zipf],
who collecteda variety of statisticson communicatiorandtransportatiorpatterns Zipf obseredthat
whetherone measureghonecalls, car travel, or mail usage the interactionbetweentwo cities with
populationsA andB at distanceD appearedo be proportionalto A x B/ D, with « = 1. Other
investigatorsincethattime have foundbetterfit for othervaluesof «, typically with 1 < o < 2. Even
serviceswith distance-insensitefees,suchasmail, appeato becloselytied to socialinteractionsand
aremostlylocal. Thatis certainlythecasefor usageof thetelephonenetwork. Interstatevoicecallson
averagego over 500air miles,while privatelinesareon averageabout300air milesin length.

A fascinatingopicfor furtherresearchis whetherZipf's obserationswill applyto thelnternet.In
voicetelephory, thelast20yearshave seeragrowth in interstateandintrastateoll callsfrom 8 minutes
perline perdayto 14 minuteswhile localcallinghasstayedaboutconstanat40 minutes(Table12.2of
[FCC2]). Thiswaspresumablycausedy the declinein long-distancericesandthe greatemmobility
of the population. Still, mostcalls arelocal, andevenin the interstatecalling case the intensity of
callsdropsoff with distanceasZipf obsered. Thelnternetis aworld-wide network,andmuchtraffic
comedrom downloadingfrom populanWebseners,mary of which appeato belocatedin California.
On the otherhand,a disproportionad shareof Internettraffic is within Californiain ary event(asis
seenby examiningthe backbonemapsin [Boardwatch]),soit could bethat mosttraffic is local even
onthelnternet.Evenif thatis not the casenow, the penetratiorof the Internetinto everydaylife may
meanthat Internettraffic will againfollow patternsof our everydaysocialandeconomicnteractions,
andbelargely localin the future. Further evenif thereis no trendtowardslocal informationsources,
thespreadf cachingmaymeanthatmostpacketswill betransporteaver shortdistancesAdditional
investigatioris clearlydesirablegspeciallysincethe speedvith whichit is economicato deploysome

novel transportechnologieslepend®n thedistance®ver which traffic is to becarried.

4. Unitsof measurement

It will be corvenientto statesomecorversionfactorsbetweendifferentunits andbetweenthe band-
width of a connectiorandthetraffic carriedby thatconnection.Sincethereis substantialincertainty

aboutmary estimateswe will not attemptto achieve precision,andwill often not worry about10%



differences.

Voice on phonenetworksis carriedin digitized form at 64,000bits per second.Eachvoice call
occupiedwo channelspnein eachdirection,sotakesup 128,000bpsof networkbandwidth.Thusone
minute of a voice call takes60*128*1000bits, or 937.5KB (kilobytes, units of 1024 = 2!° bytes).
Roundingthis off, we get

1 minuteof switchedvoicetraffic ~ 1 MB.

(Thereis adiscrepang betweerthemeaningof the“£” or* K" prefixes,whichcommonlydenotel 000
in communicatiorand1024 = 2! in computing.Giventhelack of precisionin mostof the estimates
we will be dealingwith, this differencewill be immaterialandwill beignored.) Compressiorcan
reducethatto a muchsmallerfigure, andis usedto someextent on high-costinternationalcircuits,
aswell ason somecorporateprivateline networks. As far asthe networkis concernedthough,it is
carryingalmostl MB of digital datafor eachminuteof avoice call. Further mostdatatraffic canalso
becompressedsowe will ignorethis factor.

A T3 (or DS3) line operatesat 45 Mbps (actually closerto 43 Mbps, but againwe won't worry
aboutthis discrepanyg) in eachdirection,sothatif it werefully loaded,it would carry 90 Mbps. Over

afull monthof 30 days,thatcomesto 29 TB (terabytesyhichare10'? bytes).We will saythat
full capacityof aT3 link ~ 30 TB/month.

A T1line (1.5Mbps)is 1/28-thof a T3, andwe will saythat
full capacityof aT1link ~ 1 TB/month.

5. Voice networks

The FCC collectsand publishescomprehensi statisticson long-distanceswitchedvoice networks.
They show that at the end of 1997, U.S. carriershad about40 billion voice minutesper month of
interstatetraffic on their public networks(Table11.1 of [FCCZ2]), which is about40,000TB/month.
This numberhasrecentlybeengrowing at about8% per year (Table 12.1 of [FCC2] and [FCC3]).
Includinglocal andintrastatetoll traffic booststhe estimateto about275,000TB/month. (Table12.1
of [FCC2] also shaws that since 1980, intrastateand interstatetoll calls have grown from 7% and
8%, respectiely, of switchedvoice minutes,to 11% and 15%, anothersign of the decliningrole of

distance.)



The 40,000TB/monthfigure for long distanceswitchednetworktraffic includesa large but un-
known fractionof fax andmodemcalls, which carrydata. However, sincethey appearton the network
asswitchedcalls, they will be countedasvoice.

Defininglong distanceraffic is easycomparedo definingwhatis meantby long distancenetwork
capacity Therearevariousspecialconnectiongor operatoservicesg00numberservicesandthelike.
We considerjust the long distancdines betweernlarge switches. Thenknown distributionsof traffic
over a week,achievable busy hour utilizations,andresere capacityrules of thumb (all describedn
theliterature,for examplein Figure1.13, Table 1.8, anddiscussioron p. 49 of [Ash]) shav thatthe
averageutilization of suchlinks is around33%. Combinedwith the traffic estimatesbove, this shavs

thatall the switchedvoice networksin the U.S.hadcapacityof around350Gbpsattheendof 1997.
6. Thepublic Internet

Therearemary estimate®f the sizeandgrowth rateof the Internetthatareeitherimplausible,or in-
consistentpr evenclearlywrong. We alreadycitedthe Sidgmoreinterview [SidgmoreJasanexample.
In asomavhatdifferentvein, thearticle[Gareiss)claimedthatonethird of Internettraffic wentthrough
the MAE Eastpeeringpoint. While it is probablytruethatatthetime [Gareisswaswritten,aboutone
third of thetraffic thatwentthroughpublic peeringpointswentthroughMAE East thistraffic wasonly
a partof total Internetbackbonéraffic.

The major reasonfor the uncertaintiedn measuringthe Internetis that carriersdo not release
detailedinformationabouttheir networks.As aresult,ary estimatesnadefrom publicly availabledata
will necessarilyhave alargeerrormagin.

As afirst step,to provide a "sanity check” on other estimateswe considerthe traffic generated
by residentialusersaccessinghe Internetwith a modem. Thereare about20 million of them (or,
morepreciselythereareabout20 million active accountsandaccordingo thelatestinformationfrom
AmericaOnline and otherservices,on averagean accountis connectecabout25 hourseachmonth.
Theseusersdownloaddataat a rate of about5 Kbpswhenthey areonline (with considerablysmaller
averageuploadrates),which generatesraffic load of justabout1,000TB/month. (To thevoice phone
network,which dedicated 28 Kbpsfor eachconnectiontheloadappearsas26,000TB/month,about
10% of the total load of voice calls,local andlong distance.)Sincethereare more PCsin corporate
ervironmentghanat home ,we shouldexpectto seetotal Internettraffic of atleasttwice that,or 2,000
TB/month.

We next considettraffic throughthe public peeringpoints. StatisticSor themareavailablethrough



thelinks at[CAIDA, NLANR], oftengoingbackayearor more.The5 largestonesareshovnin Table
1. Thetraffic estimatesrefor the earlypartof Decembel997(to avoid the ChristmasandNew Year
holiday effects). The otherpublic peeringpointsaremuchsmaller Total traffic throughall the public
peeringpointsis dominatedby thatthroughthe 5 pointsin Table 1, and comesto about4 Gbps,or
1,200TB/month. For comparisonjn mid-1996,traffic throughthesepointswasabout1.6 Gbps,or
500 TB/month. Growth hasbeenuneren,with especiallyrapidincreasen traffic atthe ChicagoNAP.
Thatpeeringpoint hadtraffic of only around0.2 GbpsaslateasOctober1997,but by April 1998was
carryingabout0.7 Gbps. Overall, though,aggrejatetraffic throughthe NAPs and MAEs appeardo
have beengrowing at about100% peryearfrom late 1996throughApril 1998. This agreeswith the
100%growth ratesfor 1997for MCl andanunnamedSPthatarecitedin [Schulzrinne].

We assumehatlittle traffic goeshroughmorethanasinglepeeringpoint. Thatassumptiomppears
reasonablegspeciallyin view of the congestiorat the NAPsandMAEs. Whatwe do not know how
to evaluatewith high confidencads thefraction of Internettraffic thatgoesthroughthe public peering
points.A substantiapartof backboneraffic, whichwe estimateo beabout50%, stayswithin asingle
ISP, (This estimatecould easilybe too high, andis almostsurelytoo high for traffic from residential
users. On the otherhand, corporationsare increasinglymoving their internaltraffic to the Internet,
andthey appeatto try to staywith a singleprovider. Also, mary hostingserviceshave connectiongo
several ISPs,andso muchof their traffic doesnot have to go throughexchangepoints.) Even of the
traffic crossinglSP boundariessomefraction, which we estimateto be 40%, goesthrougha private
peeringpoint. With theseassumptionsye find thatabout30%of all backboneraffic goesthroughthe
NAPsandMAEs. Thisleadsto anestimateof backboneraffic of 13 Gbps,or 4,000TB/monthat the
endof 1997.By comparisonin mid-1996 the estimatevas5.7 Gbps,or 1,800TB/month.

Anotherway to measurehe Internetis to look at particularcarriers.MCI is regardedascarrying
betweer?,0%and30%of thebackboneraffic. In mid-1996 MCI presgeleaseslaimedtheir network
was carrying 250 TB/month. Around November1997, Vint Cerf statedthat the MCI networkwas
carrying140 TB/week(andwasgrowing about100%peryear)[Schulzrinne].In Decembe 997 the
MCI "white paper’[MCI] saidthatMCI wascarrying170 TB/week. A weeklyload of 170 TB/week
correspond$o about740 TB/month,anddependingn whethemwe assumehe 20% or 30%figure for
the MCI shareof backbondraffic, we obtainanestimateof betweer2,500and3,700TB/monthfor all
thebackbones.

Todeterminghesizeof thelnternetwe examinedall of themajorNSPNationalServiceProviders,

thelargecarrierswith backbonesxtendingacrosgheU.S.)andobtainedabandwidthcapacityfor each



of thesecarriers.Typically, theactualnetworksarecomposeaf combinationsof T1s,T3s,0C3s,and
OC12s.For consisteng we choseto expressthe bandwidthcapacityin termsof equivalentT3s. We
realizethata moreappropriatemetricwould bein termsof circuit miles. As mentionedearlierin this
documenashorterlO0mile T3 link is muchdifferentthana700mile T3. In factseveralof thesmaller
carriershave alarge numberof short T3 links (ascomparedo sayMCI andthe otherlarge NSPs).In

mary casesit appearshatthe averagelengthsof the T3sin thesmallernetworksarebetweenl/3 and
1/5 of thatfor the larger NSPs. Neverthelessye simply countedthe numberof equivalentT3s, and
compared.

Thedatafor Internetbackbonesvasobtainedrom avarietyof sourcesThereareextensivelistings
for mary NSPsat[CAIDA], andwe reliedonthoseto alarge extent. However, we often hadto adjust
the datathere. For example, the listing for UUNet in the [CAIDA] files in April 1998 (whenwe
completecbur study)listedthe equivalentof about380T3s. A countof the UUNet backbondinks on
theUUNetmapat[UUNet] shovedabout480T3satthattime, andif themapwerecurrentthatwould
representhe stateof the UUNet networkin April 1998. Sincethe 4 monthsbetweerDecembed 997
andApril 1998representabout25% growth whentraffic doubleseachyear(asit appeard¢o bedoing
currently),we assumedhat UUNet hadthe equivalentof about400 T3sin their networkat the endof
1997.

In mid-1996we estimatedhe total numberof equivalentbackbonel 3s to be around400. (This
may have beenanunderestimategndthe valuewasprobablycloserto 500.) At thattime we obtained
detailednformationonthekey carriers specifically:AGIS,BBN, PSINET UUNet,MCI, Sprint,ANS,
andAT&T. Theseeightaccountedor about75%of thetotalnumber For Decembef 997 we examined
35 commerciabackboneroviders(suchasinternetMClandUUNet), and8 researchmetworks(such
asMAGIC andvBNS). We found about2,100equialentT3s in the commercialnetworksandabout
500 equivalentT3sin the researcmetworks,giving a total of 2,600equivalentDS3s. This wasthe
estimatebasedon dataavailablein April 1998. Much of thatinformationwasseveralmonthsold. On
theotherhand we weretrying to measurehelnternetattheendof 1997,atwhich pointit wasprobably
some20% smaller Thuswe assumehatthe two sourceof error canceleachotherout, andthatthe
commercialnternetbackbonesadthe equivalentof about2,100T3sin Decembed997.

Table 2 givessomeof equivalentT3 countsfor seseral of the major NSPs(both commercialand
R&D). We notethat2,100T3srepresenta 100-foldincreasdrom the20or soin theNSFNetbackbone
attheendof 1994.Traffic of 2,500to 4,000TB/monthattheendof 1997representsnorethana 100-
fold increasdrom the 15 TB/monthcarriedby NSFNetatits peak.
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Ourestimateshow considerablgreateigrowth in thesizesof backboneshanin traffic throughthe
NAPsandMAEs betweermid-1996andendof 1997. This could be causedy moretraffic bypassing
thepublicpeeringpoints. It couldalsobethattherapidgrowthin traffic during1995and1996led NSPs
to projectfastergronth thanmaterializedn 1997. (It takescloseto ayearto obtaina T3 privateline,
sincecapacityis shortat present.)Anotherpossibilityis thatthe NSPswererespondingo complaints
aboutcongestioranddecreasingutilizationratesof their networks.Therearealsostoriesthatthey may
have put in more capacity especiallyof very fastlinks, thanwasabsolutelyrequiredin orderto win
battlesfor businesscustomersfor whom ability to burstto high speedsandlow utilization ratesare
attractions.

A networkof 2,100T 3shasabandwidthof 190Gbps.However, thatis thetotalbandwidthof all the
links, andcouldonly be utilized fully if every packetwentfrom thenodewhereit enterghebackbone
to anadjacennodeandexited the networkright at thatpoint. Therearestudies(see[Schulzrinnelfor
links) which shav thatthe averagenumberof hopsthat a packetmakeson the Internetis around15.
However, thosestudiesmeasurall the hopsa packetmakesandmostof themarein the accespart
of the network. We arelooking only at the backbonesTheredo not appearto be ary comprehensie
studiesof how mary backbonehopsa packetmakes.Statisticsfor the NSFNetbackbondavailableat
[NSFNet]) shav thattowardsthe endof its existence,in late 1994, its T3 links wererunningaround
5% of capacity Next, NSFNetdatashawv transporof aboutl5 TB/monthatthattime. Sincetherewere
19 T3sin service,a5% utilizationrateshouldhave led to total traffic of 28.5TB/monthonall theT3s.
Thisis consistentvith NSFNETmoving 15 TB/monthif eachpackeionaveragetraveledovertwo T3s.

For thecurrentpublicInternet,anaverageof 2.5hopsonthebackbondinks perpacketappearsea-
sonable Expertswe have consultedhoughtit wasaboutright, andit is alsothefigureusedin [Leida].
Further it agreewith somerecentrouting dataprovided by RamonCaceregprivatecommunication)
for variousinternetconnectiondn the U.S.. If we assumehis estimateof 2.5 hopsper packet,the

effective bandwidthof the public Internetbecome&5 Gbps.
7. Privateline networks

Mary privatelinesareleasedby onecarrierfrom anotherto carryvoice. Otherscarry Internettraffic
or the traffic on the semi-publicFrameRelayand ATM networks,or elsegovernmenttraffic. If we
considefjustthe so-calledretail market,in which linesareleasedo privatenon-carrierorganizations,
thenindustrystatistics(collectedby the Vertical SystemsGroup,[VS]) give the estimatesf Table4.

Thereareseveralnotevorthyfeaturesof thesenumbersOneis thatthebulk of the bandwidthwill soon
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bein T3 lines,yettheselinesbring in only 7% of the industryrevenue.This explainshow bandwidth
hasbeenexplodingwhile leasedine revenueshave beenincreasingat modestates.

Adding up the bandwidthdn Table4, we obtainan estimateof total bandwidthof the privateline
networksof 630 Gbps,substantiallynorethanthe bandwidthof the voice network. However, asfor
the Internet,we have to considerthe effective bandwidth. Userscarejust aboutgettinga messager
a file from point A to point B, andnot how it getsthere. Whatwe don't know is how mary private
line links a typical messagén a corporatenetworkstraverses.In the early daysof datanetworking,
mostcorporatenetworksappeato have beenstarshapedwith branchiocationscommunicatingvith a
centralfacility. In thosenetworks usuallyjusta singlehopis involvedin a messageHowever, recent
yearshave seendevelopmentof meshnetworks,especiallyamongthe large corporationghat arethe
primary customergor the T1 and T3 linesthatcontainthe bulk of the bandwidth.For thosenetworks,
it appearseasonabléo assumehaton averagea messagevill maketwo hops.(Evenin starnetworks,
somefraction of thetraffic is betweerpointson the periphery which againrequirestwo hops.) With
thattwo-hopassumptior{justified by datafrom two large corporatenetworks)the effective bandwidth
of the privateline networksreducego about330Gbps.

Justasthe voice network carriessubstantiabut unknovn proportionof datacalls, private line
networksare not all dedicatedto data. Large organizationsoften usethemto transmitvoice calls,
especiallyon internationalinks. However, the generalbpinion seemdo be thatalthoughat onepoint
thiswasthe mainuseof privatelines,todayit is aminor factor We will thereforeignoreit.

Traffic on privateline networksis muchharderto estimatethantheir capacity The key point of
the companionpaper[Odlyzkol]is that corventionalcapacityutilization estimatessuchasthoseof
[Leida], arealmostan orderof magnitudeoo high. It is impossibleto obtainpreciseestimatessince
no measurementaretakenon mary lines, andevenwhenthereare statistics thoseare not released.
However, bothdirectandcircumstantiakvidenceis presentedn [Odlyzko1]for the claim thatprivate
linesareusedat 3% to 5% of their capacitywhenaveragedver afull week. Theseestimategproduce
estimate®f traffic on privateline networksbetweer3,000and5,000TB/month.

Finally, we should mentionthe semi-publicFrameRelay and ATM networks. No firm figures
areavailable,but industryestimategpartially basedon datain [VS]) suggesthe capacityandtraffic

estimatesn Tables5 and6.
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8. Ratesand sourcesof growth

Voicetraffic is currentlygrowing about8% peryear Privateline capacity andpresumablhalsotraffic,
is growing at about15% to 20% per year The semi-publicFrameRelay and ATM networksare
growing about100%a year (It is noteworthy that althoughFrameRelayis sometimeslaimedto
be cannibalizingthe leasedine businessit is not doingit fastenoughyet to affect the growth of the
latter. Most of thegrowth in FrameRelayappearso becomingfrom new applications.)nternettraffic
on the NSFNetbackbonevasdoublingeachyearbetweenrearly 1991andthe endof 1994,whenthe
impendingphaseoubf NSF supportled traffic to shift to privatebackbones(The grownth in NSFNet
traffic is shovnin Table8. TheDec.1990entryin thattableis extrapolatedrom datastartingin March
1991.0therwiseall thenumberghroughl1994aretakenfrom [NSFNet].)

We do not have precisetraffic statisticsfor NSFNetbefore1991. However, the projectoverview
(availableat [NSFNet]) doesmentionthatthe numberof packetsdransmittedncreasedy afactor of
62.5in the 30 monthsbetweenluly 1988andJanuary1 992, for anannualgrowth rate400%. Internet
hostcounts(seeTable7, basedon statisticsat [NW]) shaw slower growth, with regulardoublingeach
yearthroughoutthe 1980sand 1990s. Host measuremenisgre unreliableand hardto interpret,but in
generalwe might expecttheir growth ratesto be at leastslightly indicative of thoseof networktraffic.
An extensie study of datatraffic through1993 by Paxson[Paxson]found mary volume measures
shaving abouta doublingeachyear

Therapidgrowth spurtin traffic in 1995and1996waspresumablyausedy severalcloselyrelated
phenomenaOnewasthatthelnternetcaughthe public's attention,with millions of new userssigning
up for homeaccountr gettingaccesat work. The otherwasthatuserfriendly Web bronvsersmade
the Internetmore valuableeven thanit would have beenotherwise. (Generalgrownth of the Internet
canbeascribedo Metcalfe's Law, which saysthatthe valueof a networkis proportionalto the square
of the numberof users.) Also, the graphicaluserinterfaceof the popularWeb browsersled to the
creationanduseof illustrations which consumear morebandwidththantext. (Someprojectionsfor
amountof datatraffic thatin retrospectanbe seento have beenfar too conserative, suchasthaton
pp. 171-1750f [Noll], erredprimarily by not anticipatingthe growth of rich graphicalcontent.)What
is remarkablethough,is thatin somenetworks,the Web did not appearto have a noticeableeffect
on the growth rate of traffic. For example,the SwissSWITCH networkfor academicand research
andresearchinstitutionshasseengrowth in IP traffic by a factorof about2.5 eachyearin the 1990s

([Harms]andprivatecommunicatiorwith J. Harmscoveringthe periodsince1994).
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Aswe explainin Section6, mostindicationsarethataftertheanomalougperiodof 1995and1996,
whenInternetbackboneraffic increasedy a factor of 100, it appeardhatit hasslowed down to a
growth rateof about100%a year The big questionis whetherthis growth rate canbe sustainedor
long. We feelthatthereis noreasorno expecta slowdown in the next decadeandtherecouldevenbe
periodsof morerapid growth.

The 100% annualgrowth ratesfor the Internetwere a result of increasein numberof usersas
well asincreasedraffic from existing users. While therewill surelycontinueto be growth in users
of the Internet,it will not be by a factor of 100 or even closeto it over the next decade sincethat
wouldrequiremorepeoplethanlive onthe Earth. However, rapidgrowth hasbeenobseredevenfrom
smallcommunities.The SwissSWITCH networkwasmentionedabore. The University of Waterloo
[Waterloo]alsoappearso have experiencedoughlyadoublingof traffic to andfrom theInterneteach
yearfor thelastfive years.Thestatisticdor theirtraffic areshavnin Table9. (Datais availableonly for
themonthin eachschooltermthathadthe greatestraffic duringthatterm.) The Library of Congress
statisticg(Table 10 below, basedon dataat [LOC]) alsoshov morethana doublingeachyear Nortel
hasseerB0%growth in its IP traffic volumefor thelastthreeyears(privatecommunicatiorirom Terry
Curtisof Nortel). Presgelease®f presentationby Lew Plattof HP in 1996and1997shaw thatHP's
IP traffic doubledduringthatyear Thusit appearshatorganizationdind IP sufficiently attractve that
they doubletheir traffic eachyear althoughthe sourceof demandnaychange.

Wherewill futuregrowth comefrom? Unlike voicephonetraffic, for which thereis a naturallimit,
sincepeopleare not willing to spendall their time talking to others,thereis no obvious boundon
datatraffic demand For residentiaktustomersthereis a seriouscurrentlimiting factorin themodems
they have. However, even without deploymenif new technologiessubstantiafurther growth of the
Internetcancomefrom that source. AmericaOnline reportsthatits customersave tripled the time
they stayconnectedto 45 minutesperday, in the yearanda half thattheir flat-ratepricing plan has
beenin effect. Thereis roomfor furtherexpansionin this area.About half the householdén the U.S.
have PCs,and of theseonly half have residentialinternetservice. Further 45 minutesperday is a
small fraction of the time that Americanfamilies watchTV. As more peoplejoin the network,they
createmore content,and makeit more attractve for othersto createcontentfor the Internet,which
dravsin moreusersandsoon, aspredictedby Metcalfe's Law.

OncebroadbandechnologiesuchascablemodemsyariousDSL technologiespr wirelessdata
links aredeployed residentialcustomerswill be ableto substantiallyincreaseheir traffic per house-

hold. In the very nearfuture, though,rapid growth is mostlikely to comefrom institutionssuchas
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corporationswhich have the broadbandcommunicationinfrastructureto increaseincreasedraffic.
Costsof providing localaccessat T1 speeddo theInternetfrom corporate VANs aredroppingrapidly
with thedeploymenbf HDSL (althoughthatis notreflectedn pricesyet), andfiberwill beincreasingly
feasiblefor higherspeedsEvenwithout novel applicationssuchaspacketelepholy andvideoconfer
encing,ordinarylntranetandExtranetapplicationsouldleadto continuedyrowth athistoricrates.We
couldalsoseespurtsof growth evenfasterthan100%peryearif someof the novel applicationsstart
growing. Thepublic Internetcouldalsogrow athigh ratesif moreof the growth in internalprivateline
networksshiftsto it.

It is worth remarkingthat packettelephoty may causea spurtin Internettraffic. However, thisis
likely to be just oneof mary spurtspowering the growth of the Internet,just as streamingaudio, for
example,is doingtoday The reasomot to expectpackettelepholy to be a giganticinfluenceis that
thereis not that muchvoice traffic to leadto a major changein Internettraffic statistics. This may
seemparadoxicain view of the evidencewe have presentedhatthereis muchmorevoice thandata
traffic. However, packetizatiorof voice offers naturalopportunitiesfor compression.The switched
voice network devotes128 Kbps to eachcorversation,whereasdecentquality canbe obtainedwith
ratesof 8 Kbps. Evenif we do not pursuethe mostaggressie compressiorschemessayin orderto
keeplatenciedow, anddigitize voice callsat 32 Kbps, the 40,000TB/monthof voicetraffic becomes
10,000TB/month, a level that at presentratesof growth the Internetis likely to reachin lessthan
two years. Thusthe fearsaboutlack of bandwidthfor packetvoice transmissionsuchasthosein

[GMLCOBRS], appeato be unwarranted.
9. Conclusions

We have shawvn thatin the U.S., traffic on the public Internetis under10% and bandwidthis around
20% of the switchedlong distancenetwork. On the other hand, the bandwidthof the private line
networksis alreadycomparabléo that of the voice network,althoughtraffic on themis probablynot
muchhigherthanon the public Internet. Also, the Internetappeargo be growing at 100%per year
comparedo 15-20%for privateline networksandunder10%for the voice network. Thusif current
trendscontinue andthereseemso benoreasorthey shouldnot, datatraffic will overtakevoicetraffic
aroundtheyear2002,andwill begoingprimarily overthepublic Internet.

The 100% annualgrowth rate of the Internetforcesnewv waysof thinking abouttelecommunica-
tions. As one simple example,the estimatesve madeare primarily for Decemberl997. However,

this paperwaswritten four monthslater, at which point all the estimatedor the Internetin the tables
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alreadyhave to beincreasedy about25%.

Acknowledgements: We thankVijay Bhagaath, Ehud Gelblum, JacekKowalski, Clem McCalla,

RogerWatt, andBill Woodcockfor commentsandenlighteningnformation.

16



References

[Ash] G.R.Ash,DynamicRoutingin TelecommunicationsetworksMcGraw Hill, 1998.
[Boardwatch] Boardwatd magazine(http://www.boardvatch.cony.
[CAIDA] Cooperatie Associatiorfor InternetDataAnalysis(CAIDA), (http://www.caida.og/).

[Cairncross]F. CairncrossTheDeathof Distance:How the Communication®evolutionwill Change

our Lives,Harvard BusinessschoolPress1997.

[Cavanagh] J.P. Cavanagh FrameRelayApplications:Busines&nd Technical CaseStudiesMorgan

Kaufman,1998.

[Cerf] V. Cerf, PaverPoint slides of presentations, available at

(http://lwww.mci.com/abowytoufinterestsechnobgy/ontech/paverpont.shil).

[DOC] U.S.Departmenbf Commerce The Emeging Digital EconomyApril 1998.Availablefrom

(http://lwww.ecommerce.gdemeging.htm#.

[FCC1] J.M. KraushaarFiber deploymentipdate: End of year1996,U.S. FederalCommunications

Commission1997.Availablefrom (http://www.fcc.gav/ccb/stas).

[FCC2] U.S.FederalCommunication€ommissionJrendsn TelephoneServiceFeb 1998.Available

from (http://www.fcc.gos/ccb/stats.

[FCC3] J. Zolnierek, K. Rangos, and J. Eisner Long Distance Market Shaes; First Qau-
rter 1998, U.S. Federal Communications Commission, June 1998. Available from

(http://www.fcc.gor/Bureaus/Commagarrier/Reports/FCC-Staténk/comp.htm}.

[Gareiss]R. Gareiss]s the Internetin Trouble?,Data CommunicationsSept.21, 1997.Availableat

(http://www.data.com/routiups/trouble.htm).

GMLCOBRS] V. GrangerC. McFadden M. Lambert,S. Carrington,J. Oliver, N. Barton,D. Rein-
g g
gold, andK. Still, Net benefits: The Internet- A real or virtual threat,Merrill Lynchreport,

March4, 1998.

[Harms] J.  Harms, From SWITCH to SWITCH* -  extrapolating from
a case study Proc. INET94, pp. 341-1 to 341-6, available at
(http://info.isoc.og/isoc/mhatidconferencesfietd4papershdex.html).

17



[Inktomi] Inktomiwhite paper Traffic server:Largescalenetworkcacesprovidemore bandwidthfor

yourmong, 1997.Availableat (http://www.inktomi.com/Tech/EeonOfLageScaleCache.htiml
[Isard] W. Isard,Methodsof Regional Analysis MIT Press1960.

[ITU] InternationalTelecommunicatiotunion, Challengego the Network: Telecommunicationand

theInternet,Sept.1997.Canbepurchasedhrough(http://www.itu.ch.

[Leida] B. Leida, A cost model of Internet service providers: Implications for Inter
net telephoy and yield management, M.S. thesis, department of Electr Eng.
and Comp. Sci. and Technology and Policy Program, MIT, 1998. Available at
(http://www.nmisorg/AboutNMIS/Team/BrettLéontens.htm).

[LOC] Library of Congressdatatraffic statistics availableat (http://lcwebloc.go//stats).
[MCI] Quality counts MCI white paperavailableat (ftp:/ftp.mci.net/pub/@ality.pdf).

[MutooniT] P. MutooniandD. Tennenhouseéylodeling the communicatiometwork’s transitionto a

data-centrienodel,availableat (http://www.sds.lcs.mit.eda/mutoonitelecommsy.
[NLANR] NationalLaboratoryfor Applied NetworkResearch¢http://www.nlantnet).

[Noll] A. Michael Noll, Introductionto Telephonesand TelephoneTraffic, 2nd ed., Artech House,
1991.

[NSFNet] Historicaldatafor NSFNet,availableat (http://www.merit.edu/nsfat/).
[NW] NetworkWizards,(http://www.nw.com).
[Nua] Nua,Ltd., resourcesvailableat (http://www.nua.iej.

[Odlyzkol] A. M. Odlyzko, Data networksarelightly utilized, andwill staythatway. Available at

(http://www.research.att.comamo.

[Odlyzko2] A. M. Odlyzko, The economic®f theInternet:Utility, utilization, pricing, andQuality of

Service Availableat (http://www.research.att.comamo .

[Paxson] V. Paxson,Growth trendsin wide-areaT CP connections]EEE Network, 8 (no. 4) (July

1994),pp. 8-17.Availableat (http://www-nrg.ee.lbl.ge/nrg-papers. htmjl.
[Schulzrinne] H. Schulzrinnetraffic statisticcollectedat (http://www.cs.columba.edui-hgsinternet/trafic.html).

18



[Sidgmore] JohnSidgmore,intervieved by R. L. Brandt, Upside10 (no. 5) (May 1998), pp. 78f.
Availableat (http://www.upsice.com/t&is/mvm/dory?id=3512c420).

[Thyfault] M. E. Thyfault, Resugenceof corvergencenformationWeek April 13,1998,pp. 50ff.
[UUNet] UUNetbackbonenap,availableat (http://www.us.uunet).
[VS] VerticalSystemsGroup,ATM & FrameRelaylndustryUpdate,1997.

[Waterloo] University of Waterloo network statistics, available at

(http://www.ist.uwaterloo.ca/cn/8tats.

[Zipf] G.K. Zipf, Somedeterminantsf thecirculationof information,AmerJ. Psydology59(1946),
401-421.

19



T

Figurel: Thelnternetandprivateline networks.Artwork by SuePopeandThelmaPickell.
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Figure2: Thedecreasingole of distance Top curve shovsthetotal costof themonthlyleaseonaT1
line, thebottomcurve the distance-insensite partof the cost(all in currentdollars,without adjusting
for inflation).
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Tablel: Major public exchangepointtraffic, endof year1997.

peeringpoint traffic in Gbps
SprintNAP (New York City) 0.5
AmeritechNAP (Chicago) 0.7
PacBell NAP (SanFrancisco) 0.5
MAE East(WashingtonDC) 1.1
MAE West(SanJose) 1.1

Table2: Nationallnternetbackbonesin T3 equivalents.

network mid-1996 yearend1997

MCI 75 400
UUNet < 50 400
BBN 30 52
AGIS 35 61
PSINET 20 51
Sprint  50-70 137
MAGIC 86
VvBNS 255

Table3: Leasedine prices(300mileslongdistancep mileslocal).

speed pricepermonth
9.6Kbps $1,150
56 Kbps $1,300
1.5Mbps(T1) $7,000
45Mbps(T3) $66,000
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Table4: Retailleasedine marketin theU.S.,endof year1997.Bandwidthin Gbps revenuein billions
of dollars.

line speed no.lines bandwidth projected8growth revenue
Gbps $B

56/64& lower 447,530 57 -1% 4.87

fractionalT1 19,880 10 2% 0.26

T1 98,850 304 7% 4.58

T3 & higher 3,010 259 34% 0.72

Table5: Effective bandwidthof long distancenetworks yearend1997.

network bandwidth(Gbps)
USvoice 350
Internet 75
otherpublic datanetworks 40
privateline 330

Table6: Traffic onlong distancenetworks yearend1997.

network traffic (TB/month)
USvoice 40,000

Internet 2,500- 4,000
otherpublic datanetworks 500

privateline 3,000- 5,000
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Table7: Growth in numberof Internethosts.

Date Hosts
08/81 213
05/82 235
08/83 562
10/84 1,024
10/85 1,961
11/86 5,089

12/87 28,174
10/88 56,000
10/89 159,000
10/90 313,000
10/91 617,000
10/92 1,136,000
10/93 2,056,000
10/94 3,864,000
01/96 9,472,000
01/97 16,146,000
01/98 29,670,000

Table8: Growth in traffic on InternetbackbonesFor eachyear shavs estimatedraffic in terabytes
duringDecembenf thatyear

year TB/month

1990 1.0
1991 2.0
1992 4.4
1993 8.3
1994 16.3
1995 ?
1996 1500
1997 3000
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Table9: Growthin traffic betweerthe University of Waterlooandthe Internet.For eachschoolterms,
shavs volume of datatransmittedduringthe monthof highesttraffic. By permissionof University of
Waterloo.

month MB/dayin MB/day out

93-03 453 227
93-07 541 271
93-10 648 324
94-04 977 543
94-08 1,377 915
94-11 2,098 1,426
95-04 2,285 1,730
95-07 3,229 2,588
95-11 6,000 3,450
96-03 7,229 4,275
96-07 7,823 4,572
96-11 10,962 5,984
97-03 11,463 6,235
97-07 12,087 7,223
97-11 24,621 10,572
98-03 24,676 9,502

Table10: Growth in datatraffic at Library of CongressFor eachyear shovstotaltraffic in gigabytes
during Februaryof thatyear

year GB/month increasdrom previousyear

1995 14.0

1996 31.2 123%
1997 109.4 251%
1998 282.0 158%
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