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=Efficient multipeint distribution

=Rt want torsend a copy. toreach receiver i

thereranre very many of them

= Rendezvous

—search for resources/services among those
servers that providelthe senvice

='Efficient one-to-many (“multipoint™)
distribution ofi data

= Packets copied! only at branchingl peints

= Better scaling:
—avoids duplication/peort use ofi handwidih

—sender need not knowtabeUt FECEIVENS

=6y to send one thing to: many.
neceivers. Why do this?

—\V/entertainment, software updates
—Real-time infe delivery (news, stock: guotes)
—Teleconferencing

—Resource discovery’

=\achine gun: send same thing to each
ECEIVer using unicast

= Prablems
—wastes bandwidth (iImagine 102 6IreCEIVErS);
—burdens source withire-sending toreach:

—---> does not scale







=Silace about 1992, a collection of
multicast-capable “fslands™
Interconnected by the general Internet

= Uses IP-in-1R*“tunnelingfto bridge: these
islands across nem-multicast-capable
Internet backbone

= Used for audio/video sessionsi(e.g. NASA
space shuttle, IETF meetings; riadio, etc)

=30iningl multicast groups, is performed by
the receivers (receiver initiated: join)

= Dynamic join/leave semantics

= No restriction on nuMber of receivers, no
explicit set-up at Sender

= No synchronization or‘eénd=te-end
negotiation; relies on netwerksierwarding

=ShDeering & D. Cheriton, 1990

= |dea: take IP best effort service model
and extend with efficient multipeint:
delivery

= Now part of IETFstandards; [RECIL12]

=Receivers join host groups, identified! by:
multicast IR address

= Multicast (group) addresses use the P
class D address space [prefix 11105
range 224.0.0.0'= 239.255.255.255]

= Senders are not directly/awane of
receivers, and need not e group
members

=IFAN multicasting already understood:

=yseNayer 2-multicast - addresses with
Interfiace subscriptions

—bridges forward alll multicast traffic
—spanning tree providesioopravoidance
= How to extend to Intemet (Including

LANs) in an efficient way2 Eifstreview
layer 2 multicasting...




='E0r Ethernet, each vendor prefix is 3
byies)long), leaving| 3 extra bytes for
station/addresses (16,777,216 stations)

= The low-order bit of the first byte
indicates a multicast address iff 1. *(hete
that Ethernet transmitsibytes fiiom: lew-
order bit to high-ordeihbit)

= Each prefix is really 2x(2”%24) addresses

=N6e, many possible multicast

stbseriptions to store ini cheap Ethernet:
hardware. Approaches:

—fullf promiscior multicast promisc (bad)

—use a “hash filter*(Withrcollisions) tonndicate
group subscriptions:

—only store a few whicREpEMHECH A mateh:

=REceiving| stations may receive traffic not
destined! for them:

—iFreceivediusingrhashigenerally requires
sofitware tor provideranether level offiltering

—note that network=layerfiltermo may/still15e
reguired

= Poor performance

— poor filtering burdens hostWwith:
interrupts/filtering

=Edch vendor prefix includes 2724
multicast addresses

= 227 multicast addresses total [1/2 are
global, halflocallbasedion “glebal**bit]

= Each interface can “Subscribe™to as
many as it is directed to (by/ software)

= How to store 2746 globalladdresses?

=EEjiect matches: chip has room for a few
auldresses (e.g. 16 DEC Tulip), either
URicast or multicast, if not many,
subscriptions, all'is perfect
Hashing scheme:

—compute H(destiIAC address), where 0 <=
H() <=n

—if multicast_bit_vectorH(E)IISHa T accept
—n is often 64 (512 for DECuliR))

=Hifie Internet Assigned Numbers Authority
(@s)rewns OUI 00- 00- 5E

= To support IP multicast, IANA provides
therfirst 1/2 offits multicast addiess
space (23 bits worth):

01-00-5e-00-00-00 to 01-00-5e-7f-ff-ff




=ANA provides 2723 = 8,388,608 link-
layermulticast addresses

= |P'class D address) [iprefix 1110]| provides
for 272 (32-4) = 268,435,456/ groups

= Cannot simply userlP grioup address in
low 28 bits of layer 2 address (simple)

= S0, use a non-unique enceding:

=150y 32 groups share address:
—224,0.12.3 <--> 01.:00:5e:09:0c:03
—224.137.12.3 <--> 01:00:5e:09:0c:03
—225.9.12.3 <--> 01.:00:5€:0!
—225.137.12.3 <--=1011:00:5€:0

—239.137.12.3 <--> 01:00E5€:08:0c:03

=10in reguests (from applications) result in
adjusting| local IP address filter and' local
MACHilter

= Also, a nearby multicast router must be
informed that there is interest in the

group

=Hliake low-order 23 hits of! IP group
address, use as' low-order 23! bits, for
Etthernet multicast address, using
01:00:5¢ (plus ene 0-bit) as prefix

= 32 groups share samelayer 2 address

= Example: group address; 224.9.12.3
—MAC address 01:00:5e:08:0c:08

=HBAsoftware must perform address
filteningl to remove packets with group
addresses it is not subscribed to

= |P'layer and MAC layer group
subscriptions arercontrolled by seftware

= |P filtering needed evenwithrperfectMAC
layer filtering!

=Preyide for routing of IP multicast
datagrams

= May' be separate fiom conventional
routers

= Run multicast-capablerreuting protecols,
and look for membershiprreguests;from
hosts using the IGMP prieteco)




=logically part of IP'module (as ICMP)

= Used vetween hosts and multicast
routers to establishiinterest in multicast
groups

= Query/response architecture where
routers send queries and hosts respond

= All messages use TTL sceping @ TTL=1

IGMP Membership Reports

. A
@) (j )

= |GMP' MembershiprReports are sent to
the groups they areireporting

= Router is “Multicast promiseuBus?, and
hears all such reports

IGMP Query

= |GMP Query Sent te ALL-SYSTEMS
multicast address (224.0.0.1)

\Report suppressed
= Membership reports are sent to the
corresponding group address

= Provides suppression ofi otheriedundant
membership reports

Per-Interface
Group Membership

[




=i\Viulticast routers send periodic general
gueries (default 125 secs) to ALL-
SYSTEMS.MCAST.NET (224.0.0.1)

= Host receiving, gueries each set a random
timer on [0..maxresponse] before
sending reports; default 10 secs

= If another report is observediduring
delay interval, report is suppressed

"

="ype: Ox11 = Membership Query.
—general (ALL-SYSTEMS)), groupraddress; zero;
— group-specific; multicast: to) groupraddyess

= Type: 0x16 = MembershiprReport (V2)
= Type: Ox17 = Leave Group

= MRT: max bound on report¥@nge (.1sec)

=Router keeps copy. of last packet seen

= [ifarnew one arrives, send a copy out all
but receiving| interface
= Doees not scalewell
—large number of duplicate packets
—uses all' available paths
—inefficient use of router MEMOLY

=IliITng a join, host transmits an
Uhsolicited membershipi report for joined
group

=\Whenileaving, host transmits sendsi a
leave message to ALL-ROUTERS
(224.0.0.2) group) [ether hoestsidenit care
if one leaves, so don't bother themy

= Router can then send greUPFSPECIfIC
guery to check for final MEMIERS

=NEIMP gives us locall IP' multicast
= How o) extend! across Internet?

= T\Wo obvious;ideas:
—flooding (copy torall'egressilinks),

—modification of bridgesSpanning Ives

=Better approach than flooding:
=0neractiver pathrbetween any 2 routers

—will'notleop, will reachieveryene

= Problems:

—tends to centralize traffic over a few: links
(the ones on the ST)

—may not provide most eNiCERNPaLRbetween
each sender to all receivers




