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Static

=iop-count (easy to compute)
—Easpnable for homogeneous: links
—treats DS3) (45Vh/s)) & dialup (56K1/s) egual

= manually-assigned scalars: administrator
can “tweak’’the metrics, but still doesnit
adapt to congestion; and deesn t scale
well [difficult to managej

=l\iedified ARPAnet scheme:
—retiics f(link capacity, eutput queue length);
— capacity deminates at low: load
—link costs nermalized te hop-colnt units

—dynamic range offlink*costsiimitedi (from
127:1 to 3:1)

—only delta of 1/2-count'eneachichange

—nearly eliminated oscillations;€ven at load

=ROutINg protocals compute
shertest/cheapest paths using seme
optimization; criteria

= Choice of criteria has strong| effect on
path selection resulis

= Metrics are either static o dynamic

=@riginall ARPAnet scheme:
=Cost proportionall te: queue on outgeing; link

—proeplems: at higher loads; fine grain
measuring off gueuerlengths duxing traffic
spikes| could trigoer frequent re-routing

—high-cost links never used

—high cost used to predictftturerhigh cost
(but not true once trafficAesrouted?l)

—no damping on changes INKEBSE=>"0scillation

=ROuting overhead scales with the number
ofi nodes
—for' N nodes
=shortest path is about O(N log| N) algerithm
=routing table'size is; O(N)

= So to scale, routingtis built intera
hierarchy [general pringipal]
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=\Btion of routing “tlomain”>or “area’;
alse called Autonomous System (AS)

= Routing computation takes place within
AS; and'is typically’summarized at edges

= IGP selection up ter administrators ofi
each enterprise; EGPIuUsually;
standardized

=PV.schemes were used early on in the
ARPAnet (1969) andl Cyclades (703)

= RIP used within Xerox on PUP/XNS

= [nternet RIP based on XNS-RIP, made
available in Berkeley: UNIX as “fouted™

=Nhitra-Domain Routing Protocols
—IGPRE (Interior Gateway! Protocols)
—examples: OSPE, RIPIGRR, EIGRR, IS-IS

= Inter-Domain Routing Protocoels
—EGP'$ (Exterior Gateway:Protocols);
—examples: BGP, EGP (@ld);

=ldistance-vector protocol using hop-count:
asmetric

= infinity Value is; 16/ hops

= announcers broadeast (o multicast) DVs
every 30 seconds; time out in 180 sec

= split horizon with poiSeREd FEVErSe

< RFC 1058 (RIPv1); RFC 1388N(RIPv2)

=Rewting destinations are 32-bit hosts,
networks, or subnets

= Routers first look for classes A, B, or' C

= |f subnet+host'part istNULL, represents a
network route, othernwise a subnet o
host route

= Uses a (static) subnet maskéapplied to all
entries




=iSlipports point-to-point links and multi-
access LANs (e.g. Ethernet)

= RIP packets encapsulated in single UDP
packets (not reliable; upitor 512 bytes)

= DV tables sent using broadcast every: 30s
(or more often for triggered Updates)

= updates time-out after 180siiffnot
refreshed

=icompatible upgrade to RIP' v including
stBnet routing, authentication, CIDR
aggregation, route tags and multicast
transmission

= RFC 2453 includes background and
protocol definition™{Std ric)

=RIPv1 is completely not secure; anyone
calact as a router just by sending RIP1
messages (if cost zero, everyene uses!)

= RIPv2 supports generic netion: of
authentication, but enly “passwoerdis
defined so far (not\Wery Secure)

= At least prevents accidents reasenably
well

=Hhcluded in RIP-maintained routing table:
—address off (net/subnet/host) destination
— metric associated with destination
—address) ofi next hioprrouter
—recently-updatedsiiag
—several timers

=RIP v1 supports subnet routes only:
Within, the subnetted network (using
single subnet mask)

= by including subnet mask with| reutes,
allows for subnet knewledge outside
subnet

= more convenient partitioninGUsIng
variable-length subnets

=Reuting domain “tag™is available in each
message to distinguish multiple domains
FURRINg on same wire/subnet

= |n addition, on multi-domain networks,
the border router may: specify: an
alternative next hopi(net itself) i there is
better nearby router Tlits demain to
reach a particular destination




=i[lihk-state protocol specified by IETE

= Special features supported:
—separation oft hests and routers
—multi-access LANS
—non-broadcast NeWorks
—hierarchies (“areas™)

—multi-path (equal cost)

=Hew to perform flooding without
Breadcast or multicast support?

= Places burden for endpoeint distribution
on DR which re-sends tosinterested
parties using unicast

=\@SPF provides the ability to import
loUtes from other routing protocols

= Particularly usefullwherera router is both
an IGP and EGP participant

= “Stub Areas’’support: the suppression| of
generalized externalroutes)in favoer of
default (tables don 1 scale asisize of
Internet)

=\ith broadcast, multi-access networks,
IN(INEd)/2' adjacencies would be used

= Avoid' this by electing “designatedi router™”

= Broadcast network then represented as)a
virtual node in routing computation

=01 large intranets, routing overhead can
e Undesirable; usually use hierarchy,

= OSPE provides itsiown: areas
—“top~area calledr backihone ™
— computation spans alieas

—area-border routers SpanNmultipleraresas

=I@SPF Communication directly on IP

= Allfpackets contain version, packet type,
length;, router 1D, area 1D, checksumi and
authentication| data

= Really three protocels: hello, exchange,
and flood




=Periodically, routers send hello messages
Incltding their priority, the current
designated router and' backup designated
router, neighbors; they: have heandl from

= priority affects (B)DR election 6n
broadcast and non-Breadcast networks
(BDR is used for quickifailever)

= only 2-way operational liINks ek

=JBed for initial synchronization ofi LS
database entries, andl after partitions heal

= Exchange “tlatabase description packets™”
containing 1D, advertising reuter,
seguence number, checksum, andlage

= Acks for sequence number generated’,
simple retransmission Used

=Nesponse to need for routing| protocel
Stperior to RIP prior tol IETF OSPE
standardization

= DV scheme with' special features:

—Composite metrics
—specialized loop detéction
—multipath routing
—handling of default routes

='election process runs continually with
exchange of HELLO messages

= 0n any change, election process ensures
convergence on new: DRI and BDR

= may have to change adjacencies to BDR
(already computed) and begin computing
for a new BDR

=iihk state updates contain advertising
routers 1D, link state ID/type, and
lollipeprsequence space number

= ACKs to sending router, and continues
flooding if sequence NUMBEN IS NEWEN

= Retransmitted by sender uniil
acknowledged

={(B)elay, (B)andwidth, (R)eliability; (L)oad

—alselincludes (H)op-count and pathi MTU
(these are not usediinirouting computation)

= Delay: path lengthi delay’ tor eachi dest

= Bandwidth: min acloss links tereachidest
= Reliability: measured (lossipreb)id:.255]
= Load: measured (loading)Yi>255]




=Start with observation that time to send

ISE - PktSize
~ Bandwidth

+De|ay=g+D

= But avail bandwiditih affected! by load:

PktSize P
=—————  +Delay=——————————+D
Bandwidth( frac) B[(255- L) / 255

=iVleasuring load should not be over very
smallitime interval, or instabilities, may,
arise

= |n/ practice, several constants; may be
altered by the administrator te affiect the
relative weighting givenitereach
component

=lpen detection of a link failure, initiate
“guarantine”*period during which no
updates for destination are accepted

= after at least 2 periods (180 siin IGRP),
guarantine is remoyved: and normal route
selection resumes

= works, but guaranteesthat destifation is
unreachable even if other{patiis exist

=Bt with unreliable links, may: reguire re-
Senads, so multiply’ this by’ a ratio
expressing) reliability:

= & Delay | (frac) =
Bandwidth( frac)

[é +p| @s5/R)
BI(255- L)/ 255

=ilSes split horizon and! triggered updates,
BUEL not poisoned reverse

= extended with helddown (clder) and
route peisoning| (NEWeEr)

= given triggered updates; loops normally
form only due to transmission Enress; or
slow update propagation

=ewer versions of IGRP replace holddewn
Withrroute poisoning

= oPserve increasing cost to a destination
and assume a.loop has formed

= only after re-confifmation off MELHC IS
path assumed to be‘usable (will'happen
up to 1 reporting periodiater-=80secs for
IGPT, much better than 34minUites)




=Ene of the standard DV fixup schemes
arerentirely satisfactory.

= use DUAL (“tiffusion update algorithm™)
to remove transients, [applies to DV & LS|

= enhance IGRP withf DUAL [Using
incremental updatesy; variable length
prefix masks and aggregationy and route
tags

=Hinish up EIGRP with discussion of DUAL
algerithm

= exterior routing| protecols (BGP),
including CIDR aggregation




