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=Aliray d[k;,j] contains distance from each
neighbor k to each destination |

= Array I[K] contains cost of link between
locall router and each neighbor k

= d[] is obtained from distance Vectors
advertised by neighbers;

= |[] is locally configured

=iifan update arrives that is > than the
existing choice, do not take any: action

—EXception: i the cost IS anfincrease using| the
current selected neighbor X, first look for an
“acceptable neighber”

= In such cases, acceptablerneightyors are:

—any k for which d[k,j] < Iecal costiter"prior
to the update

=110k Garcia-Luna-Aceves [SIGCOMM 89]

= Allmsiat removing transient loeps in both
BV and' LS routing protocols
= Based on:

— “tliffusion*algorithiproposediby
Dijkstra/Scholten

—observation that one canfigt createra loop by
picking a shorter path to thegdestination

=Edch router minimizes the cost to each
destination by selecting a particular
neighloer x that minimizes:

—cost to J = [x] + dxj]
= |f an update | k] er difikjif arrives such
that (ITK] + dTk.jI)'s (Dd+d[xj1):

—adopt k as new next hoprandianpounce to
neighbors (shorter is alwaysiok)

=lifthe set of acceptable neighbors;is not:
empty, select the aceceptable neighbor k
that minimizes:

=K+ d[k,]]

= if the set is empty, must engage in
“iffusion””computation during Which
route entry for the destination j s frozen
(not able to be updated)




=Nouting entry frozen (like holddown-- no
leepsy, but black hole to destination)

= send a guery message tol all neighbers
except x (sender of update):
—contains (d, ITx]%5= difx i), the fiozen dist
—wants to know d ik j{Nereachrmeighbork

= Routers in passive state\(stallerrouting
table) just reply... others begeme active

=@lce a router hears a reply from all its
neighbors; it can return tor passive state
and return a reply back to itsiinitial
guerier

= (like propagating pPrUMES Wp! Stheaim)

= Eventually, reply williarriverat the
originating router, completingfthe
diffusion computation

=lffot, freeze table and distribute info to
allfneighbors

— eachi neighbor' seeingl moere costly’ route in
tumfreezesthelttables

— [ all' neighboersderot chanoe, they infonm
sender of; this

—eventually, returns torgriginal sender

= Called a “tliffusion compUtation:”

Active

=Reuters are “passive’ifi they have a
stable table and do not change path
selection as a result of the gueny,
message [not' using sender as router or
are using and alternative for next hop]

= |f they become “active; they propagate
the query to all other‘peighbers;, and the
diffusion computation cORtAUES

=iassures loop-free routing
= routers maintain copies of neighbor costs
= i’ cheaper route asrives, use! it (he leop)

= if cost goes up: first see ifi another knewn
route may be used

Extenor Routing Protocels




=Routing Infrastructure is built on a
hieranchy with “border routers™at
entenprise edges

= Edge (“border™) routers needi to:

—summarize and advertise internal routes to;
external neighbors and Vice-versa

—apply policy:

=@riginall ARPAnet model placed the
ARPA-managed packet switches at the
top off a tree-structured routing
Infrastructure

= The Exterior Gateway: Protocol (EGP)
used to exchange reachability.
information at Autonemeus; System
edges...

=Border Gateway Protocol (BGP) invented
BYAENE to address problems with EGP

= \Vainreatures:
— path vector reuting protecel
—operation over reliablestransport (TeR)
—application of policy.
—CIDR aggregation (with BGR4)

=@fiten want to apply policy at edges:

=ieyahave multiplerattachments to the
Fouiside world

—cheosing Which 6ne; torUse ey e sensitive
to owner;, cost; perfenmance; oirAUR

—AUP: acceptable USE polIcY~= aoni of
agreement restrictingithestype oitaific'to be
carried on a particular NEWerki(e.g:
academic versus commercial))

=EGP used essentially a single bit
“feachable*or “hot reachable*’to indicate
connectivity te a destination

= Because of this, glebal topelogy:is
restricted to a treeshape

= Unacceptable once the lintermet grew
with multiple independently~contiolled
backbones

=fwe used standard DV scheme, border
outers would have to use same cost
MELICS to assure convergence, but pelicy:
may/ dictate contrary route selection
criteria

= Same sort of problem for LS, plusiLLS
database would have'te contain entries
for all AS3... already tooWig ferfan OSPF
area as far back as 1994 (Y00Vs 200).




=aVvoeid loops by each destination including
the entire transit path [AS list]...

= |oop detected ifi any ASiappears >1 time

= does not require border routers torall use
the same metric, just use loop avoidance

= downside: path vectorsimuchlarger than
simple distances

=HVost routing protecols we have seen so
fairuse UDP or P directly

= BGPR'uses TCP:
—simpler; error contrel i ek, not BGR

— TCP reacts to congestion (ormallyideal; ot
really want priority forrouting);

—reliability implies incrementalfupdaies most
appropriate choice (less bandwidii)

= Hop-by-hop forwarnding model limits
available policy definitions:..[€.g: based
on source address]

= Suppose Z wants to adVertise
Z->Y->X path to T

=iSize of path vector table:
— A= of AULONOMOUS| Systems
—N'= £ off Internet destinations
—M = mean Inter-AS distance (AS count)

— Initial AS exchange size:

=0O(N + MA), assuming networks are uniformly
distributed over AS 3{A=IN)

—Helped by CIDR aggregation

=Path vector operates very similar to DV

= Sherter paths (shorter length path
vectors) are chosen as best route to
destination

= However, route selection isialways
subject to local policy

= Allowed only if"Y: prevides “transit**for 15
traffic tor X

= So, if Y prohibited transit; evenrthough Z-
>U->V->X path is admin“@iHBIS longer




= Upshot: T cannot reachi X

= Note: X can reach T s@routing|is
actually asymmetric

=iConsider a case in which an enterprise
has several border routers running) BGP.
and'a dozen internal routers running
some IGP (say, OSPF)

= Border routers must: import from BGP
and export to OSPE andlvice=versa

= But how to provide consistent transit
(how to borders talk to eachetier?)

=1BRG allows BGP' speakers to exchange
pattirand policy infermation beyond: the
capability of the IGP' to carry.

= |n'addition, prevides a way for borders to
agree on the best pathifor aniexternal
prefix to inject intortherlGR routingftables

=150y this example is seamewhat contrived,
bt could still arise

= BGP allows for advertising of alternative
routes that may:loe longer but' de not
have policy restrictions

= Nonetheless, this is ecessany but not
sufficient for solving allfpalicy~induced
troubles

=iSame exact protocol, just runs on routers
Within, the same AS

= BGP' Path Vectors must be propagated
from ene border to anether; not fully:
supported by IGRs alene

= Official requirementisfullfmesty off
connections between BGRIspeakers, but
in practice, only “mostly’*meshied is used

=ICIDR (Classless Inter-Domain Routing))
= |n 1994, Internet had three immediate
threats to its well-being:
—exhaustion offclass Braddresses
—routing table space explosion

—address depletion

< CIDR helps until arrival offnext-gen IP...




=Class B the “Mmost comfortable fit**(think
ot Goldilocks and the 3 bears...)

= But only 16384 [fixed 10 prefix/16 bits]
of them to give out

= Half were allocated by 19825 would have
run out by March 1994

=@hservation: many organizations were
“Bigoer>’than a class C, but had under

1000Icomputers (<< classB)

= \Would'be nice iff multiple classiC
numbers could be giveni te a site instead
of a class B...

= But this exacerbates the neuting table
explosion problem!

=EXedus (an ISP) owns:
—209)185.0.0/ - 209.185.255.255, (class Cs)
— 256 Class Cs represented as 209.185/16

= Customers get'some chunk; say: 8:

—example: 209.185:8:0/- 209:185.15.0)
represented as 209.185:8/21

—impact: changing ISP or*CoRAECHVILY usually:
requires renumbering!

=icatich-all term to express growing size of
talles

= note that in BGP, must keeps entire table
for each peer, because of incremental
updates

= challenging if using high-cost fiast
Memories on routers

=NG)also address explosion problem, want
o1 assign the class C addresses in a
structured way (i.e. contiguous)

= Then, can represent groups of them in
one routing tableentry/ Using a commen
bit prefix and (under24:bit) CIDR' mask

= Also called “Supernetting=andigenerally
requires longest prefix matefir&’good IGP

=N/ith' IPv4, may eventually' completely
exhaust the 4B addresses available

= |Pv6 (formerly: IPng--next generation)

— 128 bit addresses
— 340282366920938463463874607/431768211456
addresses total

—about 665570793348866943898600per
square meter of the earth\§assuliAg the
earth is 511263971197990 S@imeters




