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ABSTRACT

In this paper we study the effect of the frequency reuse
constraints in both layers on the optimum channel allo-
cation for a multi-cell/multi-spot- beam hybrid system.
We adopt a specific multi-faceted cost function that in-
corporates call-dropping due to unsuccessful hand-off at-
tempts, and blocking of new calls. The minimization of
the cost function is attempted by choosing the optimal
split of the total number of channels between the cellu-
lar and the satellite layers. This complex optimization
problem is solved by means of standard clock simulation
techniques along with the adaptive partitioned random
search global optimization technique and the ordinal op-
timization approach.

I. INTRODUCTION

Future mobile communication systems are expected to
use land mobile satellite systems to enhance terrestrial
cellular service. Recent studies on integrated satellite-
terrestrial networks emphasize using satellites to provide
”out-of-area” coverage to mobile users. However, with
recent developments in satellite technologies, such as nar-
row beam antennas and switchable spot-beams for LEO
and GEO systems, satellites can be used effectively to
off-load localized congestion within the underlying cells.

In pure cellular networks, earlier studies have shown that
efficient use of the system bandwidth can be achieved by
reuse partitioning [1] and using hierarchical cell layout
[2],[3] with larger macrocells overlaying small microcells.
In [2], the authors applied the concept of cluster plan-
ning, via which the proposed sectoring arrangement al-
lows microcells to reuse macrocell frequencies. This in
turn achieves higher system capacity. However, users’
mobility and hand-offs were not considered in that model.
The problem of finding the optimum partitioning of the
frequency spectrum between microcells and macrocells
was also addressed in [3]. This work differs from our
work in two aspects. First, the call assignment policy
was assumed to be speed dependent. Second, identical
frequency reuse patterns in the microcells and macrocells

are assumed. Performance analysis of a hybrid satellite-
cellular system with the satellite foot-prints forming the
highest layer in the hierarchy was also studied [4]. How-
ever, the reuse profile for the satellite system was assumed
to be the same as that for the terrestrial system.

This work is along the same line of the work done in
[5]. It builds upon our earlier work [6] in which the fre-
quency reuse effect in both layers was not considered in
the model, but rather, only the propagation delay ef-
fect was considered. More specifically, we introduce a
multi-dimensional Markov chain-based model for a hybrid
network consisting of multiple cells overlaid by multiple
spot-beams. In [6], we focused on showing the trade-off
and solving the problem for a simple system of just two
cells overlaid by one spot-beam. Here, we are extending
the model to a more realistic case of multiple cells and
spot-beams. It is worth mentioning here that the solu-
tion approach developed in [6] still holds, assisted by the
Adaptive Partitioned Random Search (APRS) global op-
timization technique[7]. Our prime concern is to show
how the optimum channel partitioning between the cel-
lular and the satellite layers is affected by the frequency
reuse constraints.

The paper is thus organized as follows: In section II, sys-
tem assumptions and the mathematical model are given.
This is followed by the problem formulation in section III.
In section IV, the optimization approach is illustrated.
Simulation results are given and discussed in section V.
In section VI, the study is extended to large hybrid sys-
tems. Finally, the conclusions are drawn in section VII.

II. SYSTEM DESCRIPTION

A. Assumptions and Definitions

In order to investigate the frequency reuse impact on the
optimal channel partitioning policy, we first make the
following assumptions and introduce appropriate nota-
tion. The network under consideration consists of 8 cells,
namely Cy, Cs,..., and Cs. In addition, there is a satel-
lite emitting 4 spot-beams Sy, S2, S3, and Sy covering
the same area, and supported by on-board switching as



shown in Figure 1. New calls arrive at cell C; according
to a Poisson arrival process with rate A calls/min. The
duration of each call is assumed to be exponentially dis-
tributed with mean 1/4 min.

Figure 1. A Hybrid Mobile System of 8 Cells
overlaid by 4 Spot-beams

We define K, as the satellite reuse factor, that is the

number of spot-beams per cluster, where all the spot-

beams in a cluster use distinct frequency sets. Likewise,

define K. as the cellular reuse factor. Define K as the

relative reuse factor, that is the ratio of the satellite reuse

factor to the cellular reuse factor. The total number of

predesign resources available to the system is M, where,
M = S/ M; + S5 M,

and,

M; = number of channels dedicated to cell C;.

M;; = number of channels dedicated to spot-beam Sj.

Define P;; as the probability of assigning a call with one of
the parties in cell C; and the other in cell C; to the nearest
cells. Also, define (1-P;;) as the probability of assigning a
call with one of the parties in cell C; and the other in cell
C; to the overlaying spot-beam(s), where i,j = 1,2,....,8, i
< j. Using this assignment rule, we restrict call routes to
pure terrestrial and pure satellite routes, i.e. no hybrid
routes. Nevertheless, it is straightforward to extend this
assignment rule in order to take hybrid routes into con-
sideration. It contributes to more call types and hence
increases the dimensionality of the problem. We assume
that the base stations, namely BS;, i=1,...,8, commu-
nicate via a terrestrial wireline infrastructure. Accord-
ing to this assumption, each mobile-to-mobile call needs
2 duplex channels. A mobile user can access the satel-
lite directly, not through its BS, using a dual mode satel-
lite/cellular mobile terminal. All call types have the same
priority and all calls considered in this model are mobile-
to-mobile calls. BSs and spot-beams are assumed to be
stationary. We define f as the fraction of calls that orig-
inate in a cell and are destined to any other cell. The
interhand-off time of a mobile from cell C; to a neighbor-

ing cell C; is assumed to be exponentially distributed with
mean 1/, min, i,j=1,2,....8. Accordingly, the interhand-
off time of a mobile from spot-beam S; to spot-beam Sy,
is also exponentially distributed with mean 1/Mp, min,
where the handoff-rate is assumed to be inversely pro-
portional to the cell/spot-beam radius and 1,k=1,2,3 4.
It is worth mentioning that the additional resources pro-
vided by the overlapping spot-beams in Figure 1 is not
considered in this model. Finally, we assume that blocked
calls are cleared.

B. System Model

The state of the system can be defined by the vector
(77,11, 012, T0135 -5 Tl -3 1088, Thgyq 5 Thsyny oy Thspy s -nny 77,344),
where i,j = 1,2,3,...8,1 < jand Lk = 1,234, 1 < k.
n;; is the number of active calls of type ’ij’; that is, calls
served by BS; and BSj, where one of the parties is in
C; and the other is in C;. On the other hand, n,,, is the
number of active calls of type ’sg;’; that is, calls served by
spot-beams S; and S;, where one of the parties is within
foot-print 'Sy’ and the other is within foot-print ’S;’.

Accordingly, the system is modeled as a Continuous-time
Markov Chain of 46 dimensions representing each call
type. It is worth mentioning that all call types need 2
wireless channels/call. Therefore, the set of feasible states
should satisfy the following state space constraints :

2n11 + nis + N1z + nig + .o +nig <My
ni2 + 2n22 + N2z + nag + ... + nog < Mo

niz + na3 + 2n33 + nga + ... + ngs < M3

nig + M2g + n3g + nag + ... + 2ngg < Mg

2”811 + nSlZ + nsl3 + nsl4 S MSl
Nsyy + Mspy + Nsgy + 205, < M,

IIT. PROBLEM FORMULATION

The optimum channel allocation policy for a given call
assignment rule and relative frequency reuse factor is ob-
tained by solving the following minimization problem:

min (Py + a.Py) (1)
My, Ma,....Mg,Ms, ,Msy,,....,Ms,
S.t.
M = £ M; + 25 M,
where,



P, = average new call blocking probability.
P, = average call dropping probability.
a = weighting factor.

In the above formulation, the choice of the design param-
eter « is rather unguided, since there is no well-defined
procedure for choosing it. The following formulation is
equivalent and easier to implement. It consists of min-
imizing one component of the composite cost function
above subject to the other component staying below a
pre-determined acceptable threshold, namely,

min Py (2)
M1, Ma,...,Mg,Ms, ,Ms,,...,Ms,
s.t.
Py <
K. K,
M = ;29 M; + X522 M,

The quantity S is the alternative (equivalent) parameter
in a one-to-one correspondence to the value of a.

IV. OPTIMIZATION APPROACH

Due to the sheer complexity of jointly optimizing the
channel allocation and the call assignment policy[6], we
chose here to solve for the optimum channel split between
the satellite and the cellular layers given a call assignment
policy. The formulation of the problem given in section
III can be solved via Discrete Exhaustive Search. This
optimization approach is not only complex, but infeasi-
ble as well. This is due to the large dimensionality of the
Markov Chain, which in turn leads to an extremely large
pool of channel allocation policies.

The numerical solution was infeasible, too, due to the
Markov Chain being of 46 dimensions. Consequently, we
had to resort to simulation. A simulation process was de-
veloped using C++ and run on SUN-ULTRA 1/2 work-
stations. To increase the efficiency of the simulation, we
employed the so-called standard clock (SC) simulation
method. Its basic principles are explored in more details
in [9]. The essence of SC simulation is that it allows
the simultaneous measurement of performance of multi-
ple different control policies with a single simulation run.
Moreover, as we are more interested in the relative rank-
ing of the channel allocation policies, rather than in their
actual performance values, and to further speed up sim-
ulations, Ordinal Optimization was employed. Ordinal
Optimization has been applied in the literature using sev-
eral approaches, namely short simulation runs, crude an-
alytical models, and simplified, but imprecise simulation
models [8]. In [6], we concluded that ordinal optimiza-
tion, based on short simulation runs, is applicable to our
problem. Accordingly, it is employed in this paper in con-
junction with SC simulation.

As indicated earlier, the search space for this problem is
very large. Hence, it is infeasible to search for the opti-
mum in one phase. Therefore, a tree-search type of algo-
rithms is employed. According to [7], the search region
of the objective function is to be partitioned into certain
number of sub-regions. Then, using the sampled function
values from each sub-region, determine how promising
each sub-region is. The most promising sub-region is then
further partitioned. This global optimization technique is
called the Adaptive Partitioned Random Search (APRS).
The simulation results show that, while the APRS does
not necessarily reach a global optimum, it is guaranteed
to reach a near-optimal solution quickly. This is achieved
at a computational cost much lower than discrete exhaus-
tive search.

V. RESULTS

The hybrid network shown in Figure 1 was analyzed as-
suming the numerical parameters given in Table 1. It
should be pointed out here that the following results were
obtained with no constraint enforced on P; while mini-
mizing P, i.e. 8 was assumed to be 1 in (2).

Consider the problem of finding the optimum static chan-
nel split for a given call assignment policy and frequency
reuse pattern. The optimum was determined for the fre-
quency reuse factors given in Table 2 and the following
call assignment probabilities:

P;; = 0.5, i,j=1,2,...81<j

For the first frequency reuse pair, i.e. K. =4, K; = 1,
the frequency reuse in the satellite layer was optimistic
in the sense that neighboring, or even overlapping foot-
prints, may use the same frequencies. This assumption
is supported by the different satellite propagation charac-
teristics which may permit a much denser frequency reuse
pattern in the space segment.

Table 1. System Parameters

40 channels

0.6 calls/min
0.6 calls/min
0.5 calls/min

Total System Bandwidth (M)

Call Arrival Rate per Cell ())

Call Service Rate (u)

Call Hand-off Rate (\z)

Fraction of calls originated in a cell
and destined to any other cell (f) 0.125

Table 2. Frequency Reuse Factors

K. | K, | K= %=
4 |1 ]025

4 [2 105

3 [2 [0.666

3 [4 [1.333




The development in antenna technology and careful eval-
uation of the propagation effects support this idea. On
the other hand, the frequency reuse in the cellular layer
was, relatively, conservative by assuming that each cell
cluster has 4 cells. For this set of frequency reuse fac-
tors, the shared satellite resources assisted by the denser
frequency reuse pattern in the space segment, give the
superiority to the satellite layer. The pool of channel al-
location policies is generally huge to search for the opti-
mum in one phase, so the APRS global optimization tech-
nique was recommended to speed-up the search process
as will be explained later. However, the spatial symmetry
of the call arrival rates, service rates, and hand-off rates
among the cells and spot-beams can be noticed from Ta-
ble 1. Therefore, the search space was restricted to those
policies having equal shares among cells and equal shares
among spot-beams, i.e. M., = M,,i=1,2,....8, M, = M,
j=1,2,3,4. The simulation results shown in Table 3 indi-
cate that the optimum policy (shown in bold font) is to
assign all the resources to the satellite.

Table 3. Blocking and Dropping Performance of Channel
Allocation Policies (K, = 4, K; = 1)

(My, My, My, Mg, M,,) | By P,
(0,0,0,0,40) 0.000007 | 0.000009
(1,1,1,1,36) 0.000031 | 0.000020
(2,2,2,2,32) 0.000046 | 0.000027
(3,3,3,3,28) 0.000052 | 0.000036
(4,4,4,4,24) 0.000079 | 0.000057
(5,5,5,5,20) 0.000090 | 0.000070
(6,6,6,6,16) 0.000174 | 0.000080
(7.7,7,7,12) 0.000279 | 0.000183
(8,8,8,88) 0.001485 | 0.003517
(9,9,9,9,4) 0.019534 | 0.030689
(10,10,10,10,0) 0.080307 | 0.125289

Consider next the hybrid system having the second fre-
quency reuse pair in Table 2, i.e. K. =4, K; = 2. In
this case, both layers have good, but not the best achiev-
able frequency reuse patterns. Again, the shared capacity
advantage of the space segment still wins and the ”All-
Channels-to-Satellite” allocation policy achieves the min-
imum blocking probability as shown in Table 4.

Table 4. Blocking and Dropping Performance of Channel
Allocation Policies (K. = 4, K; = 2)

(M17M2,M57M67M817M82) Pb Pd
(0,0,0,0,20,20) 0.000029 | 0.000016
(1,1,1,1,18,18) 0.000040 | 0.000028
(2,2,2,2,16,16) 0.000053 | 0.000044
(3,3,3,3,14,14) 0.000090 | 0.000053
(1,4,4,4,12,12) 0.000119 | 0.000061
(5,5,5,5,10,10) 0.000596 | 0.000708
(6,6,6,6,3.3) 0.002138 | 0.003385
(7,7,7,7,6,6) 0.007791 | 0.013216
(8.8,8,8,4,4) 0.020592 | 0.024475
9,9,9.9,2,2) 0.052548 | 0.079817
(10,10,10,10,0,0) 0.081292 | 0.126263

For the third frequency reuse set, i.e. K, = 3,K; = 2,
we assume an optimistic reuse pattern for the terrestrial
layer. On the other hand, a good reuse pattern (but not
the best) is assumed for the satellite. We expect that
the best frequency reuse in the terrestrial layer might
overcome the shared capacity advantage of the satellite,
and this what actually happens. The simulation results,
see Table 5, show that the optimum allocation policy, in
terms of minimizing the blocking probability, is M; = 2,
My =2, M3 =2, Mg, =17, Mg, = 17.

Table 5. Blocking and Dropping Performance of Channel
Allocation Policies (K, = 3, K; = 2)

(M17M27M3,M817M82) Pb Pd
(0,0,0,20,20) 0.000029 | 0.000016
(1,1,1,18,19) 0.000026 | 0.000011
(2,2,2,17,17) 0.000023 | 0.000020
(3,3,3,15,16) 0.000034 | 0.000027
(1,4,4,14,14) 0.000068 | 0.000037
(5,5,5,13,12) 0.000080 | 0.000051
(6,6,6,11,11) 0.000104 | 0.000091
(7,7,7,10,9) 0.000537 | 0.000310
(8,3,3,32) 0.001812 | 0.004610
(9,9,9,6,7) 0.005413 | 0.008814
(10,10,10,5,5) 0.008635 | 0.016808
(11,11,11,4,3) 0.017908 | 0.0042381
(12,12,12,2,2) 0.036162 | 0.073978
(13,13,13,1,0) 0.051285 | 0.125041

Table 6. Blocking and Dropping Performance of Channel
Allocation Policies (K, = 3, K; = 4)



(M17MZ,M3,M81,M827M83,M84) Pb Pd
(0,0,0,10,10,10,10) 0.017 | 0.011
(1,1,1,9,9,9,10) 0.009 | 0.012
(2,2,2,8,9,9,8) 0.008 | 0.005
(3,3,3,7,3,3.9) 0.006 | 0.0053
(4,4,4,7,7,7,7) 0.0058 | 0.006
(5,5,5,6,7,6,0) 0.009 | 0.011
(6,6,6,5,6,6,5) 0.011 | 0.016
(7,7,7,5,4,5,5) 0.015 | 0.023
(88,8,4,4,4.4) 0.019 | 0.027
9,9,9,3,3,4,3) 0.031 | 0.051
(10,10,10,2,3,3,2) 0.038 | 0.067
(11,11,11,2,1,2,2) 0.044 | 0.086
(12,12,12,1,1,1,1) 0.055 | 0.11
(13,13,13,1,0,0,0) 0.063 | 0.136

Finally, the last set of frequency reuse factors, K. =
3, Ks = 4, indicates that bandwidth partitioning will be
the optimum allocation policy since the terrestrial net-
work has the best achievable frequency reuse factor, while
the satellite layer has the worst one. The simulation re-
sults for this case are given in Table 6. It can be noticed
that the optimum channel allocation policy in this case
is My =4, My =4, M3 =4, My, =7, M5, =7, My, =
7, Mg, =T.

In order to reach the previous results, we made use of
the spatial symmetry of the call arrival rates, call ser-
vice rates, and call hand-off rates in limiting the search
space. We restricted the search process to those policies
having equal shares among cells and equal shares among
spot-beams. For the general case, the search space will
be extremely large and it would be impossible to search
for the optimum in one phase. Therefore, we recommend
employing a tree search type of algorithms, like the APRS
global optimization technique. We applied this optimiza-
tion technique on our system with K. = 4, Ky = 2, and
the same numerical parameters given in Table 1. To verify
our earlier results, shown in Table 4, we resolved the opti-
mization problem without taking into account the spatial
symmetry. Instead, we searched for the optimum in the
whole space of 1,221,759 policies. In this case, the space of
channel allocation policies was 6-dimensional. The search
space was partitioned to 12 regions in each phase and a
sample policy was picked randomly from each partition
according to a uniform distribution. The partitioning was
performed using hyperplanes parallel to the space axes.
In each search phase, we marked the partition having the
policy that gave the minimum bloking rate as the “most
promising” partition, and it was partitioned further in the
next phase. Tables 7 through 10 show the blocking and
dropping performance of the sample policies in the four
search phases performed. It should be pointed out that,
in each phase, the "most promising” partition is shown
in bold font.

It can be noticed from Table 10 that the partitioning
process is approaching the optimum policy (0,0,0,0,20,20)
given in Table 4. Therefore, we conclude that the APRS
algorithm reaches a near-optimal solution quite fast as
compared to exhaustive search. Hence, it is suitable for
solving our complex optimization problem.

Table 7. Phase #1 (K. = 4, K; = 2)

Partition Py Py

(0-13,0-13,0-13,0-13,0-13,26-40) 0.016 | 0.035
(0-13,0-13,0-13,0-13,13-26,13-26) | 0.003 | 0.002
(0-13,0-13,0-13,0-13,26-40,0-13) 0.117 | 0.095
(0-13,0-13,0-13,13-26,0-13,0-13) 0.036 | 0.029
(0-13,0-13,0-13,13-26,13-26,0-13) 0.215 | 0.184
(0-13,0-13,13-26,0-13,0-13,0-13) 0.013 | 0.012
(0-13,0-13,13-26,13-26,0-13,0-13) 0.054 | 0.054
(0-13,0-13,26-40,0-13,0-13,0-13) 0.222 | 0.530
(0-13,13-26,0-13,0-13,0-13,0-13) 0.069 | 0.122
(13-26,0-13,0-13,0-13,0-13,13-26) 0.012 | 0.020
(13-26,0-13,13-26,0-13,0-13,26-40) 0.050 | 0.140
(26-40,0-13,0-13,0-13,0-13,0-13) 0.070 | 0.174

Table 8. Phase #2 (K. = 4, K; = 2)

Partition Py Py
(0-6,0-6,0-6,0-6,13-19,13-19) | 0.000023 | 0.000017
(0-6,0-6,0-6,0-6,19-26,13-19) 0.086920 0.051897
(0-6,6-13,0-6,0-6,19-26,19-26) 0.055596 0.037105
(0-6,0-6,0-6,6-13,13-19,13-19) 0.001575 0.001456
(0-6,0-6,6-13,0-6,13-19,19-26) 0.035220 0.041223
(0-6,0-6,6-13,0-6,19-26,19-26) 0.066947 0.067648
(0-6,6-13,0-6,0-6,13-19,13-19) 0.011133 0.015620
(0-6,6-13,0-6,6-13,13-19,13-19) 0.041521 0.064385
(6-13,0-6,0-6,0-6,13-19,19-26) 0.007141 0.013065
(6-13,0-6,0-6,0-6,13-19,19-26) 0.034991 0.069517
(6-13,0-6,0-6,6-13,19-26,13-19) 0.036735 0.107833
(6-13,0-6,0-6,6-13,13-19,13-19) 0.013944 0.032950
Table 9. Phase #3 (K. =4, K; = 2)

Partition Py Py
(0-3,0-3,0-3,0-3,13-16,16-19) 0.000239 0.000111
(0-3,0-3,0-3,0-3,16-19,16-19) | 0.000019 | 0.000021
(0-3,0-3,0-3,3-6,13-16,16-19) 0.000089 0.000037
(0-3,0-3,3-6,0-3,16-19,13-16) 0.000526 0.000638
(0-3,0-3,3-6,3-6,13-16,3-6) 0.000308 0.000160
(0-3,3-6,0-3,3-6,16-19,13-16) 0.000698 0.000765
(0-3,3-6,3-6,3-6,13-16,13-16) 0.002556 0.003067
(0-3,3-6,3-6,3-6,16-19,3-6) 0.024001 0.048456
(3-6,0-3,3-6,0-3,13-16,16-19) 0.000182 0.000369
(3-6,0-3,3-6,3-6,13-16,3-6) 0.007087 0.011455
(3-6,3-6,0-3,0-3,16-19,13-16) 0.003145 0.007962
(3-6,3-6,3-6,3-6,13-16,13-16) 0.001834 0.002189




Table 10. Phase #4 (K. =4, K, = 2)

Partition Py Py
(0-2,0-2,0-2,0-2,18-19,18-19) | 0.000068 | 0.000027
(0-2,0-2,0-2,2-3,16-18,18-19) 0.000093 0.000053
(0-2,0-2,0-2,2-3,18-19,18-19) 0.000117 0.000083
(0-2,0-2,2-3,0-2,18-19,18-19) 0.000250 0.000176
(0-2,0-2,2-3,2-3,18-19,16-18) 0.000430 0.000389
(2-3,2-3,0-2,2-3,16-18,18-19) 0.000749 0.000531
(0-2,2-3,2-3,2-3,18-19,16-18) 0.000081 0.000058
(0-2,2-3,2-3,2-3,16-18,16-18) 0.000641 0.001064
(2-3,0-2,0-2,2-3,16-18,18-19) 0.000085 0.000047
(2-3,0-2,2-3,2-3,16-18,16-18) 0.000102 0.000079
(2-3,2-3,2-3,0-2,18-19,16-18) 0.000096 0.000080
(2-3,2-3,2-3,2-3,18-19,16-18) 0.000101 0.000064

VI. LARGE HYBRID SYSTEMS

In this section, our objective is to emphasize the signifi-
cance of the relative frequency reuse effect on the optimal
channel allocation policy for hybrid networks reflecting
practical environment. Therefore, we consider a network
of 4 spot-beams overlaying 100 terrestrial cells and as-
sume the numerical parameters given in Table 11. Our
major concern is to demonstrate that partitioning the
channels between the satellite and the cellular layers out-
performs, under certain frequency reuse conditions, the
” All-Channels-to-Satellite” allocation policy. This is due
to the denser cellular frequency reuse factor, as compared
to the satellite reuse factor, which in turn overcomes the
shared capacity advantage of the space segment. For this
large system, discrete event simulation is the only feasible
performance evaluation approach. Therefore, simulation
studies were conducted on the Object Oriented Hybrid
Network Simulation (OOHNS)[11] testbed developed at
the University of Maryland.

Table 11. Large Hybrid Network Parameters

Number of Cells 100

Number of Spot-beams 4

Total System Bandwidth (M) | 100 channels
Call Arrival Rate 0.333 calls/min
Call Service Rate 0.333 calls/min
Cellular Frequency Reuse

Factor (K.) 3
Satellite Frequency Reuse
Factor (K) 2

We compared the performance of two policies, namely
policy 7 which allocates all the channels to the satellite
and policy @ which partitions the total number of chan-
nels equally between the satellite and the cellular lay-
ers. For the numerical parameters given in Table 11, the
blocking and dropping probabilities for policy 7 turned
out to be 0.052 and 0.06 respectively. On the other hand,
the blocking and dropping probabilities for policy 7 are
0.009 and 0.006. From these results, we emphasize the
major role the relative frequency reuse factor plays in the
design of real hybrid systems.

VII. CONCLUSIONS

In this paper we studied the effect of the relative fre-
quency reuse factor on the optimal static channel split
for a multi-cell/multi-spot-beam hybrid network. The ob-
jective was to show how the optimal channel allocation
policy is affected by varying the frequency reuse factors
in both layers. This was achieved via minimizing a multi-
faceted cost function composed of the call blocking and
dropping probabilities for a given set of frequency reuse
factors in both layers. We have shown, via simulations,
that the optimal channel allocation policy is the ”All-
Channels-to-Satellite” policy if the terrestrial frequency
reuse pattern is not dense enough to overcome the shared
capacity advantage of the space segment. On the other
hand, when the terrestrial reuse pattern is denser than
the satellite reuse pattern, partitioning the channels be-
tween the two layers turns out to be the optimum policy.
Therefore, it can be concluded that the relative frequency
reuse factor plays a major role in the design of hybrid
systems. Finally, we found out that our results carry for
large hybrid networks reflecting practical environment.

REFERENCES

[1] J. Zander and M. Frodigh, ”Capacity Allocation and
Channel Assignment in Cellular Radio Systems Using Re-
use Partitioning,” In FElectronics Letters, vol. 28, no. 3,
pp. 438-440, Feb 1992.

[2] L. Wang, G. Stuber, and C. Lea, ” Architecture De-
sign, Frequency Planning, and Performance Analysis for a



Microcell/Macrocell Overlaying System,” IEEE Transac-
tions on Vehicular Technology, vol. 46, no. 4, pp. 836-848,
Nov. 1997.

[3] K. Yeung, and S. Nanda, ”Channel Management
in Microcell/ Macrocell Cellular Radio Systems,” IEEE
Transactions on Vehicular Technology, vol. 45, no. 4,
pp. 601-612, Nov. 1996.

[4] L. Hu and S. Rappaport, ”Personal Communica-
tion Systems using Multiple Hierarchical Cellular Over-
lays,” IEEFE Journal on Selected Areas in Communica-
tion, vol. 13, no. 2, pp. 406-415, Feb 1995.

[5] D. Ayyagari and A. Ephremides, ”Blocking Analy-
sis and Simulation Studies in Satellite-Augmented Cellu-
lar Networks,” Proceedings of the 7th IEEE International
Symposium on Personal, Indoor and Mobile Radio Com-
munications PIMRC’96, vol. 2, pp. 437-441, 1996.

[6] T. ElBatt and A. Ephremides, ” Optimization of Con-
nection Oriented, Mobile, Hybrid Network Systems,”
IEEE Journal on Selected Areas in Communication,
vol 17, no. 2, Feb. 1999.

[7] Z. Tang ”Adaptive Partitioned Random Search to
Global Optimization,” IEEE Transactions on Automatic
Control, vol. 39, no. 11, pp. 2235-2244, Nov. 1994.

[8] Y. Ho, R. Sreenivas, and P. Vakili, ”Ordinal Opti-
mization of DEDS,” Journal of Discrete Event Dynamic
Systems, 2, pp. 61-88, 1992.

[9] J. Wieselthier, C. Barnhart and A. Ephremides, ” Or-
dinal Optimization of Admission Control in Wireless Mul-
tihop Integrated Networks via Standard Clock Simu-
lation,” Naval Research Laboratory, NRL/FR/5521-95-
9781, 1995.

[10] D. Bertsekas and R. Gallager, Data Networks. New
Jersy:Prentice-Hall Inc., 1987 (2nd Ed. 1992).

[11] J. Baras, G. Atallah, R. Karne, A. Murad, and
K. Jang, ”Object Oriented Hybrid Network Simulation,
A Functional Description” Technical Report CSHCN TR
94-2, Center for Satellite and Hybrid Communication
Networks, University of Maryland, College Park, 1994.



