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Preface

Multiprotocol Label Switching (MPLS) is an improved method for forwarding packets through a
network.
This guide:

- introduces the MPL S technology

» explainsits benefits

» presents the foundations of MPL S network design

« provides specific MPLS configuration instructions for Cisco BPX 8600 series switches

» explains how to configure redundant MPLS switch controllers for added robustness

The intended audience is network administrators and techniciansinterested in a thorough introduction
to label switching and Cisco’s MPLS implementation. It is also intended for those performing initial
BPX configuration for MPLS. Both theinstallers and the network administrator should be familiar with
BPX network operation and modern WAN concepts.

Documentation CD-ROM

Cisco documentation and additional literature are available in the CD-ROM package that ships with
your product. Because the Documentation CD-ROM is updated monthly, it might be more current than
printed documentation.

To order additional copies of the Documentation CD-ROM, contact your local sales representative or
call Cisco Customer Service. The CD-ROM package is available as a single package or as an annual
subscription.

You can also access Cisco documentation on the World Wide Web at:
http://www.cisco.com

http://www-china.cisco.com

http://www-europe.cisco.com.

If you are reading Cisco product documentation on the World Wide Web, you can submit comments
electronically. Click Feedback in the toolbar and select Documentation. After you complete the form,
click Submit to send it to Cisco. We appreciate your comments.

Cisco MPLS Controller Software Configuration Guide
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M Related Documentation

Related Documentation

The following Cisco publications contain additional information related to the operation of the
BPX switch and associated equipment in a Cisco WAN switching network:

Cisco BPX 8600 Series Installation and
Configuration

DOC-7810674=

Provides a general description and technical details of the
BPX broadband switch.

Cisco IGX 8400 Series Reference
DOC-7810706=

Provides a general description and technical details of the
IGX multiband switch.

Update to the Cisco |GX 8400 Series Reference
Guide

DOC-78-11029=

Provides update information about new featuresin the 9.3.10 Switch
Software rel ease that apply to the IGX 8400 switch. Use this update
document in conjunction with the Cisco IGX 8400 Series Reference,
9.3.05 Switch Software release documentation on the IGX 8400
switch.

Cisco 1GX 8400 Installation and Configuration
DOC-7810722=

Provides installation instructions for the IGX multiband switch.

Update to the Cisco WAN Switching Command
Reference Guide

DOC-7810703=

Provides update information about new features contained in the
9.3.10 Switch Software release that apply to both BPX and IGX
switches documented in the WAN Switching Command Reference.
Use this update document in conjunction with Cisco WAN Switching
Command Reference, Release 9.3.05.

Cisco WAN Switching Command Reference
DOC-7810703=

Provides detailed information on the general command line interface
commands.

Cisco WAN Switching SuperUser Command
Reference

DOC-7810702=

Provides detailed information on the command line interface
commands requiring SuperUser access authorization.

Cisco MPLS Installation and Configuration
DOC-7810672=

Provides information on a method for forwarding packets through a
network.

WAN CiscoView for the IGX 8400 Switches
DOC-7810669=

Provides instructions for using WAN CiscoView for the IGX 8400.

WAN CiscoView for the BPX 8600 Switches
DOC-7810670=

Provides instructions for using WAN CiscoView for the BPX 8600.

Cisco WAN Manager Installation Guide for Solaris,
Release 10

DOC-7810308=

Provides procedures for installing Release 10 of the Cisco WAN
Manager (CWM) network management system on Solaris systems.

Cisco WAN Manager User’s Guide, Release 10
DOC-7810658=

Provides procedures for using Release 10 of the Cisco WAN Manager
(CWM) network management system.
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Related Documentation

Cisco WAN Manager SNMP Proxy Agent Guide
DOC-7810786=

Providesinformation about the Cisco WAN Manager Simple Network
Management Protocol (SNMP) Service Agent components and
capabilities.

Cisco WAN Manager Database Interface Guide
DOC-7810785=

Provides the information to gain direct access to the Cisco WAN
Manager Informix OnLine database that is used to store information
about the elements within your network.

Previous Cisco WAN Switch Product Names

The Cisco WAN Switching products were once known by older names

Old Name

New Name

Any switch in the BPX switch family (Cisco
BPX® 8620 broadband switch and Cisco
BPX® 8650 broadband switch)

A Cisco BPX® 8600 series broadband switch

The BPX Service Node switch

The Cisco BPX® 8620 broadband switch

The BPX switch as a tag-switched controller

The Cisco BPX® 8650 broadband switch

The AXIS shelf

The Cisco MGX™ 8220 edge concentrator

Any switch in the IGX switch family (IGX 8,

The Cisco IGX™ 8400 series multiband switch

IGX 16, and IGX 32 wide-area switches)

The IGX 8 switch

The Cisco IGX™ 8410 multiband switch

The IGX 16 switch

The Cisco IGX™ 8430 multiband switch.

Cisco StrataView Plus®

Cisco WAN Manager® (CWM)

MPLS and Tag Terminology

Multiprotocol Label Switching (MPLS) is a standardized version of Cisco’'s original Tag Switching
proposal. MPLS and Tag Switching are identical in principle, and nearly identical in operation.

In this document, the term “label switching” and “MPLS” are used interchangeably.

This document uses Label Switching terminology rather than the, now obsol ete, Tag Switching
terminology. The following table shows the new and old terms.

An exception is the term “Tag Distribution Protocol.” (TDP). TDP and the MPL S Label Distribution
Protocol (LDP) are nearly identical in general function, but use different message formats and some

different procedures.

The following table documents the change from tag switching termsto MPL S terms.

Old Designation

New Designation

Tag Switching MPLS, Multiprotocol Label Switching
Tag (short for Tag Switching) MPLS
Tag (item or packet) L abel

[ Release 9.3.10, Part Number 78-11658-01 Rev. BO, May 2001
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Old Designation

New Designation

TDP (Tag Distribution Protocol)

LDP (Label Distribution Protocol)

~

Note  Cisco TDP and LDP (MPLS Label Distribution
Protocol) are nearly identical in function, but use
incompatible message formats and some different
procedures. Cisco will be changing from TDP to a
fully compliant LDP.

Tag Switched

Label Switched

TFIB (Tag Forwarding Information

Base)

LFIB (Label Forwarding Information Base)

TSR (Tag Switch Router)

LSR (Label Switch Router)

TSC (Tag Switch Controller)

LSC (Label Switch Controller

ATM-TSR

ATM-LSR (ATM Label Switch Router, such as, BPX 8650)

TVC (Tag VC, Tag Virtual Circuit)

LVC (Label VC, Label Virtual Circuit)

TSP (Tag-Switched Path)

L SP (L abel-Switched Path)

TCR (Tag Core Router)

LSR (Label Switching Router)

XTag ATM (extended Tag ATM port) | XmplsATM (extended MPLS ATM port)

Terms Specific to MPLS

These terms are unique to discussions of MPLS technol ogy:

Term

Definition

Edge Label Switch Router (LSR)

Theterm “Label Edge Router” is not used. The equivalent term
“Edge LSR” istechnically more correct.

ATM MPLS

“ATM MPLS” isthe form of MPLS that runs in networks with
ATM switches that do MPLS switching. More specifically, it is
the form of MPL S where each different label on alink is
represented by a different VC.

Packet-based MPLS

Packet-based MPL S means the form of MPL S that runsin
networks that do not use ATM MPLS. More specifically, it isthe
form of MPLS where labels are carried as an extra header
attached to each packet. Packet-based MPLS is also known as
non-ATM MPLS, frame-based MPLS, and router-based MPLS.
Theterm “Frame-based MPL S” is not used in thisdocument, asit
seems to imply Frame Relay, but packet-based MPLS does not
necessarily have anything to do with Frame Relay.

l_ Cisco MPLS Controller Software Configuration Guide
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Conventions

Term

Definition

Packet-based L SR

A Packet-based LSR is a device that manipulates whole packets
rather than cells. A router running packet-based MPLSisa
packet-based LSR. An ATM Edge LSR is also a type of
packet-based L SR.

Traditional ATM

Traditional ATM switches and networks do not use ATM MPLS.
Traditional ATM networks may support packet-based MPLS
traffic within Permanent Virtual Circuits (PVCs). A traditional
ATM switch can support ATM MPLS within a Permanent Virtual
Path (PVP), which actsavirtual trunk. In any case, the traditional
ATM switches do not actually perform Multiprotocol Label
Switching—though they might be used to support tunnel sthrough
which MPLS packets are carried.

Conventions

Command descriptions use these conventions:

- Commands and keywords are in boldface.

« Arguments for which you supply values are in italics.

« Required command arguments are inside angle brackets (< >).

- Optional command arguments are in square brackets ([ ]).

» Alternative keywords are separated by vertical bars(|).

Examples use these conventions:

- Terminal sessions and information the system displays arein screen font.

- Information you enter isin bol df ace screen font.

» Nonprinting characters, such as passwords, are in angle brackets (< >).

» Default responses to system prompts are in square brackets ([ ]).

N

Note  Means you should take note. Notes contain important suggestions or references to
materials not contained in the current body of text.

FisY

Caution

Means reader be careful. In this situation, you might do something that could result in
equipment damage or loss of data.
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Cisco Connection Online

Cisco Connection Online (CCO) is Cisco Systems’ primary, real-time support channel. Mai ntenance
customers and partners can self-register on CCO to obtain additional information and services.

Available 24 hours a day, 7 days aweek, CCO provides a wealth of standard and value-added services
to Cisco’s customers and business partners. CCO services include product information, product
documentation, software updates, release notes, technical tips, the Bug Navigator, configuration notes,
brochures, descriptions of service offerings, and download access to public and authorized files.

CCO serves awide variety of users through two interfaces that are updated and enhanced
simultaneously: a character-based version and a multimedia version that resides on the World Wide
Web (WWW). The character-based CCO supports Zmodem, Kermit, Xmodem, FTP, and Internet
e-mail, and it is excellent for quick access to information over lower bandwidths. The WWW version
of CCO providesrichly formatted documents with photographs, figures, graphics, and video, aswell as
hyperlinks to related information.

You can access CCO in the following ways:
- WWW: http://www.cisco.com

- WWW: http://www-europe.cisco.com
- WWW: http://www-china.cisco.com
- Telnet: cco.cisco.com

- Modem: From North America, 408 526-8070; from Europe, 33 1 64 46 40 82. Use the following
terminal settings: VT100 emulation; databits: 8; parity: none; stop bits: 1; and connection rates up
to 28.8 kbps.

For a copy of CCO’s Frequently Asked Questions (FAQ), contact:
cco-help@cisco.com.

For additional information, contact:
cco-team@cisco.com.

If you are a network administrator and need personal technical assistance with a Cisco product that is
under warranty or covered by a maintenance contract, contact Cisco’s Technical Assistance Center
(TAC) at:

800 553-2447

408 526-7209, or

tac@cisco.com.

To obtain general information about Cisco Systems, Cisco products, or upgrades, contact:
800 553-6387

408 526-7208, or

cs-rep@cisco.com.

Documentation CD-ROM

Cisco documentation and additional literature are available in a CD-ROM package that ships with your
product. The Documentation CD-ROM, a member of the Cisco Connection Family, is updated monthly
and might be more current than printed documentation.

To order additional copies of the Documentation CD-ROM, contact your local sales representative or
call customer service. The CD-ROM package is available as a single package or as an annual
subscription. You can also access Cisco documentation on the World Wide Web at these sites:

Cisco MPLS Controller Software Configuration Guide
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» http://www.cisco.com
« http://www-china.cisco.com
- http://www-europe.cisco.com.

If you are reading Cisco product documentation on the World Wide Web, you can submit comments
electronically. Click Feedback in the toolbar and select Documentation. After you complete the form,
click Submit to send it to Cisco. We appreciate your comments.

Cisco MPLS Controller Software Configuration Guide
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CHAPTER 1

Introduction to MPLS

This chapter is an overview of Multiprotocol Label Switching (MPLS), highlighting MPLS in ATM
networks and packet-based networks. It concentrates on the fundamentals of MPL S network design that
apply to all ATM MPLS networks, including those supporting VPNs and traffic engineering.

e What isMPLS?

- Label Switching Features

« Label Switching Benefits

« MPLS Compared to Other IP-over-ATM Schemes
-« MPLS Network Structure

- MPLS Applications

e MPLS Virtual Private Network

» References

What is MPLS?

Multiprotocol Label Switching (MPLS) is a high-performance method for forwarding packets (frames)
through a network. It enables routers at the edge of a network to apply simplelabels to packets (frames).
ATM switches or existing routers in the network core can switch packets according to the labels with
minimal lookup overhead.

The BPX® 8650 isan IP+ATM switch that provides ATM -based broadband services and integrates Cisco
|OS® software via Cisco 7200 series routers to deliver Multiprotocol Label Switching (MPLS) services.

MPLS integrates the performance and traffic management capabilities of Data Link Layer 2 with the
scal ability and flexibility of Network Layer 3 routing. It is applicable to networks using any Layer 2
switching, but has particular advantages when applied to ATM networks. It integrates IP routing with
ATM switching to offer scalable |P-over-ATM networks.

In contrast to label switching, conventional Layer 3 IP routing is based on the exchange of network
reachability information. As a packet traverses the network, each router extracts all the information
relevant to forwarding from the Layer 3 header. This information is then used as an index for arouting
tablelookup to determine the packet’s next hop. Thisisrepeated at each router across anetwork. At each
hop in the network, the optimal forwarding of a packet must be again determined.

Cisco MPLS Controller Software Configuration Guide
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Label Switching Features

Conventional |P packet forwarding has several limitations. It has limited capability to deal with
addressing information beyond just the destination | P address carried on the packet. Because all traffic
to the same | P destination-prefix is usually treated similarly, various difficulties arise. For example, it
becomes difficult to perform traffic engineering on IP networks. Also, IP packet forwarding does not
easily take into account extra addressing-related information such as Virtual Private Network
membership.

The main concept of MPLS isto include a label on each packet.

Packets or cells are assigned short, fixed-length labels. Switching entities perform table lookups based
on these simple labels to determine where data should be forwarded.

The label summarizes essential information about routing the packet:
« Destination
« Precedence
- Virtual Private Network membership
» Quality of Service (QoS) information from RSV P
- Theroute for the packet, as chosen by traffic engineering (TE)

With Label Switching the complete analysis of the Layer 3 header is performed only once: at the edge
label switch router (LSR), which islocated at each edge of the network. At this location, the Layer 3
header is mapped into a fixed-length label, called a label.

At each router across the network, only the label need be examined in the incoming cell or packet in
order to send the cell or packet on its way across the network. At the other end of the network, an Edge
L SR swaps the label out for the appropriate header data linked to that label.

A key result of this arrangement is that forwarding decisions based on some or all of these different
sources of information can be achieved by means of a single table lookup from afixed-length |abel. For
this reason, label switching makes it feasible for routers and switches to make forwarding decisions
based upon multiple destination addresses.

Label switching integrates switching and routing functions, combining the reachability information
provided by the router function, plus the traffic engineering benefits achieved by the optimizing
capabilities of switches. These benefits are described in more detail in the next section.

Label Switching Features

MPLS, in conjunction with other standard technologies, offers many features critical for service
providers:

« MPLS, in combination with the standard IP routing protocols OSPF or 1S-IS, provides full, highly
scalable support of IP routing within an ATM infrastructure.

- MPLS, in combination with the Border Gateway Protocol (BGP), provides support for highly
scalable | P Virtual Private Network (VPN) services. IP VPN services are an invaluable development
in provider networks, giving enterprise customers a service that meets their needs for private,
connectionless delivery of |P services.

» Service-Level Agreements may be provided in aform suitable for connectionless traffic. Cisco
networks assist the process of providing Service-Level Agreements by supporting MPLS in
combination with forthcoming DiffServ standard. Along with supporting Virtual Private Networks,
the ability to offer Service-Level Agreements suitablefor IPtrafficisacritical requirement to meet
new demand for | P services.
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Release 9.3.10, Part Number 78-11658-01 Rev. B0, May 2001 |



| Chapter 1

Introduction to MPLS

Label Switching Benefits

Cisco IP+ATM networks fully support all relevant I P routing protocols and MPLS, while fully
supporting traditional ATM services. MPLS and IP routing can readily beintroduced to traditional ATM
networks by using PVP or PV C tunnels, as MPL S-capabl e switches are continuously introduced.

Cisco IP+ATM switches allow carriers to continue to meet their existing demand for virtual circuit
services while adding optimized support for critically important new services: IP and IP Virtual Private
Networks. Furthermore, Cisco supports all of the standards relevant to carrier-class IP services: MPLS,
the Multiprotocol Border Gateway Protocol, other standard routing protocols, and MPLS Traffic
Engineering.

Label Switching Benefits

MPLS offers many advantages over traditional 1P-over-ATM.

When integrated with ATM switches, label switching takes advantage of switch hardware optimized to
take advantage of the fixed length of ATM cells and to switch the cells at high speeds. For multiservice
networks, label switching enables the BPX switch to provide ATM, Frame Relay, IP Internet service,
and IP Virtual Private Network service all on a single platform in a highly scalable way. Support of all
these services on a common platform provides operational cost savings and simplifies provisioning for
multiservice providers.

For Internet service providers (1SPs) using ATM switches at the core of their networks, label switching
enables the Cisco BPX 8600 series, the 8540 Multiservice Switch Router, and other Cisco ATM switches
to provide a more scal able and manageabl e networking sol ution than overlaying IP over an ATM
network. Label switching avoids the scalability problem of too many router peers and provides support
for a hierarchical structure within an | SPs network.

These MPL S benefits are analyzed in greater detail:

- Integration
When applied to ATM, MPLS integrates P and ATM functionality rather than overlaying IP on
ATM. This makes the ATM infrastructure visible to IP routing and removes the need for
approximate mappings between IP and ATM features. MPL S does not need ATM addressing and
routing techniques such as PNNI, although these can be used in parallel if required.

- Higher Reliability
In Wide Area Networks (WANSs) with ATM infrastructures, MPLS is an easy solution for
integrating routed protocols with ATM. Traditional |P over ATM involves setting up a mesh of
Permanent Virtual Circuits (PVCs) between routers around an ATM cloud, and the Next Hop
Resolution Protocol (NHRP) achieves a similar result with switched virtual circuits (SVCs). But
there are a number of problems with this approach, all arising from the method that the PV C links
between routers are overlaid on the ATM network. This makes the ATM network structureinvisible
to the routers. A single ATM link failure could make several router-to-router links fail, creating
problems with |arge amounts of routing update traffic and subsequent processing. (See Problems of
Running IP Routing over An ATM Network without MPLS, page 1-5)

- Better Efficiency
Without extensive tuning of routing weights, all PVCs are seen by IP routing as single-hop paths
with the same cost. This might lead to inefficient routing in the ATM network.

» Direct Classes of Service Implementation
When used with ATM hardware, MPLS makes use of the ATM queueing and buffering capabilities
to provide different Classes of Service (CoS). Thisallows direct support of 1P Precedence and CoS
on ATM switches without complex translations to the ATM Forum Service Classes.

Cisco MPLS Controller Software Configuration Guide
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VPN Scalability and M anageability

MPLS can make IP Virtual Private Network services highly scalable and very easy to manage.
Virtual Private Network services are an important service for providing enterprises with private IP
networks within their infrastructures. When an | SP offers a VPN service, the carrier supports many
individual VPNs on asingle infrastructure. With an MPLS backbone, VPN information can be
processed only at the ingress and exit points, with MPLS labels carrying packets across a shared
backbone to their correct exit point. In addition to MPLS, the Multiprotocol Border Gateway
Protocol (BGP) is used to deal with information about the VPNs. The combination of MPLS and
Multiprotocol BGP makes MPLS-based VPN services easier to manage, with straightforward
operations to manage VPN sites and VPN membership. It also makes MPL S-based VPN services
extremely scalable, with one network able to support hundreds of thousands of VPNs.

Reduces Control Load on Network Cores; More Robust

VPN services demonstrate how MPL S supports a hierarchy of routing knowledge. Additionally, you
can isolate Internet routing tables from service provider network cores. Like VPN data, MPLS
allows access to the Internet routing table only at the ingress and exit points of a service provider
network. With MPLS, transit traffic entering at the edge of the provider’s autonomous system can
be given labels that are associated with specific exit points. As aresult, internal transit routers and
switches need only process the connectivity with the provider’s edge routers, shielding the core
devices from the overwhelming route signaling volume exchanged in the Internet. This separation
of interior routes from full Internet routes al so provides better fault i solation and improved stability.

Traffic Engineering Capabilities

Other benefits of MPLS include traffic engineering (TE) capabilities needed for the efficient use of
network resources. Traffic engineering enables you to shift the traffic load from overutilized
portionsto underutilized portions of the network, according to traffic destination, traffic type, traffic
load, time of day, and so on.

MPLS Compared to Other IP-over-ATM Schemes

In ATM networks, MPL S allows ATM switches to directly support IP services, giving maximum
efficiency compared to other approaches. Traditional |P-over-ATM connects routers over Permanent
Virtual Circuits (PVC).

Cisco aso supports an aternative |P-over-ATM scheme called Multiprotocol over ATM (MPOA),
which uses the Next Hop Resolution Protocol (NHRP). Unlike MPLS, MPOA overlays IP-over-ATM
rather than fully integrating them. Although they do not share many of the advantages of MPLS in the
WAN, MPOA and NHRP are cost-effective technologies for interconnecting nearby emulated LANS
(ELANS) at high speeds. MPOA and similar proprietary approaches carry |P traffic over Switched
Virtual Circuits (SVC). Traditional IP over ATM, MPOA, and proprietary approaches all have similar
disadvantages:

It isdifficult to offer some types of IP services on the networks. For example, | P Class of Service
cannot be offered natively by traditional ATM switches, and must be offered by translation to quite
different ATM Forum Quality of Service concepts.

Where IP services are offered, they are difficult to administer. Two levels of routing must be
administered: |P routing (via OSPF or EIGRP or similar) and PNNI or similar routing for ATM.
MPOA requires additional administration. Service translations, for example IP Class of Service to
ATM Quality of Service, also require administration.

IP services can be quite inefficient over ATM networks. For example, |P Multicast over ATM
networksisdifficult to achieve on alarge scal e due to the interaction of multicast routing, multicast
group membership processing and ATM V C maintenance.
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» There can be scaling limitations and/or dangerous interactions between IP routing (OSPF, and so
on) and the ATM network, leading to unstable networks. Traditional |P over ATM can lead to storms
of IP routing updates and subsequent network meltdown, if more than 30 OSPF routers are
connected in afull mesh over PV Cs. MPOA is unsafe when connecting routers to each other, andis
intended only to connect hosts to routers or hosts to hosts. (See below.)

» IP services require a substantial implementation and management effort. For example, an MPOA
implementation requires PNNI, SVC signaling, ATM ARP, an ATM ARP server, NHRP, and a
NHRP server, in addition to AALS, IP routing (OSPF, and so on) and an |1 Pv4 stack.

MPLS in ATM networks avoid all of these disadvantages.

Problems of Running IP Routing over An ATM Network without MPLS

If N number of routers are running OSPF and are connected in afull mesh over ATM PVCs, asingle
physical ATM link failure may result in ATM-layer rerouting of a large number of PVCs. If this takes
too long, or if the ATM network cannot reroute PV Cs at all, alarge number of PV Cs effectively fails.

The number of PV Csinvolved may be of the same order magnitude as N, and even N? in some cases. In
any case, it islikely to be seen by O(N) routers, where “O(N)” means “anumber proportional to N”. So,
asingle ATM link failure will cause each of O(N) routersto send a link state advertisement (LSA) of
size (at least) O(N) to (N-1) neighbors. Thus asingle event in the ATM network resultsin O(N3) to O(N%)
traffic.

When arouter receives an LSA, it must immediately recal culate its routing table because it must not
forward packets based on old routing information. The processor load caused by a storm of routing
updates might cause the routers to drop or not send keep-alive packets, which appearsto the neighboring
routers as further link failures. These lead to further LSAs being sent, which perpetuates the problem.

The net result is that a full mesh network can go persistently unstable after a single network event.

This critical failure occurs because the routers do not see the state of the ATM links and switches
directly. IS-1S has somewhat better performance than OSPF in full mesh conditions because |S-1S has
more sophisticated flooding capabilities (these capabilities, specifically the ability to pace flooding and
block flooding on some interfaces, are also becoming avail able on OSPF). However thisdoes not address
the underlying problem.

Thesolution isto enable | P routing to directly see the state of ATM links, which iswhat isdone by ATM
MPLS.

MPLS also addresses a different problem that arises when the ATM network runs PNNI routing: the
basic conflict between routing protocols. PNNI routing at the ATM layer can make decisions that
conflict with OSPF or similar routing at the IP layer. These conflicting decisions can |lead to persistent
loops. (See the NHRP Protocol Applicability Statement, RFC2333, for more on this. Further
investigation on router-to-router NHRP at the |ETF reveal ed that router-to-router NHRP was not
practical.)

The only reliable solution to this problem isto use the same routing protocol at the IP layer and ATM
layer. Thisis exactly what MPLS doesin ATM networks.
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MPLS Network Structure

A typical structure for Multiprotocol Label Switching networks used by providers (carriers or ISPs) is
shown in Figure 1-1.

The basic elementsin alabel switching network are:

- Edge Label Switch Routers
Edge Label Switch Routers are located at the boundaries of a network, performing value-added
network layer services and applying labels to packets. These devices can be either routers, such as
the Cisco 7500, or multilayer LAN switches, such as the Cisco Catalyst 5000.

- ATM Label Switch Routers
These devices switch labeled packets or cells based on the labels. ATM Label Switch Routers may
also support full Layer 3 routing or Layer 2 switching in addition to label switching. Examples of
ATM L SRs include the Cisco 6400, the Cisco 8540 Multiservice Switch Router, Cisco BPX 8650,
and Cisco 7500.

- Label Distribution Protocol
The Label Distribution Protocol (LDP) is used in conjunction with standard network layer routing
protocols to distribute label information between devices in alabel switched network.

An MPLS network consists of Edge Label Switch Routers (Edge L SRs) around a core of Label Switch
Routers (LSRs). Customer sites are connected to the provider MPLS network.

Typically there are several hundred customer sites per Edge L SR. The Customer Premises Equipment
(CPE) runs ordinary IP forwarding but usually does not run MPLS. If the CPE does run MPLS, it uses
it independently of the provider.

Figure 1-1  Typical MPLS Network Structure
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It isimportant to note that the Edge L SRs are part of the provider network and are controlled by the
provider. The Edge L SRs are critical to network operation and are not intended to be CPE under any
circumstances. The provider may locate and manage routers at customer sites, but these are running
ordinary IP and are outside the MPLS network.

MPLS Applications

MPLS networks as shown in Figure 1-1 have three main applications. Typically, two or all three of these
capabilities are used simultaneously:

e |IP+ATM Integration
MPLS fully integrates I P services directly on ATM switches. The IP routing and LDP software
resides directly on ATM switches. Thus MPLS allows ATM switches to optimally support IP
multicast, IP Class of Service, RSV P, and Virtual Private Networks (see below). Optimal integration
of IP+ATM means that MPLS is far more scalable and far less complex than overlay schemes like
MPOA, CSl, and IP Navigator.

e IPVirtual Private Network (VPN) Services
A VPN serviceis the infrastructure of a managed intranet or extranet service offered by a provider
to many corporate customers. These are often massive | P networks. MPLS, in combination with the
Border Gateway Protocol (BGP), allows one provider network to support thousands of customer’s
VPNs. In thisway, MPLS with BGP offers a very flexible, scalable, and manageable way of
providing VPN services on both ATM and packet-based equipment. Even on small provider’s
networks, the flexibility and manageability of MPLS+BGP VPN services are a major benefit.

- |P Explicit Routing and Traffic Engineering (TE)
Animportant problem in current |P networks is the lack of ability to finely adjust IP traffic flowsto
make best use of available network bandwidth. Also absent are related capabilities to send sel ected
flows down selected paths, for example, to select protected trunks for particular classes of traffic.
MPLS uses L abel Switched Paths (L SPs), atype of lightweight VC. These can be set up on both
ATM and packet-based equipment. The IP Traffic Engineering capability of MPL S uses special
LSPsto finely adjust IP traffic flows.

The next section summarizes label switching operations in various network services.

MPLS Virtual Private Network

MPLS Virtual Private Networks (VPN) deliver enterprise-scale connectivity deployed on a shared
infrastructure with the same policies enjoyed in a private network. A VPN can be built on the Internet
or on aservice provider's | P, Frame Relay, or ATM infrastructure. Businesses that run their intranets
over a VPN service enjoy the same security, prioritization, reliability, and manageability asthey do in
their own private networks.

VPNs based on IP can extend intranets over wide-area links to remote offices, mobile users, and
telecommuters. They can support extranets linking business partners, customers, and suppliers to
provide better customer satisfaction and reduced manufacturing costs. VPNs can also connect
communities of interest, providing a secure forum for common topics of discussion.

New | P-based services such as videoconferencing, packet telephony, distance learning, and
information-rich applications offer businesses the promise of improved productivity at reduced costs.
As these networked applications become more prevalent, businesses increasingly ook to their service
providers for intelligent services based on arich set of controls that go beyond transport to optimize the
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delivery of applications end to end. Today organizations want their applicationsto traverse a network in
a secure, prioritized environment, and they want the opportunity to reduce costs, improve connectivity,
and gain access to networking expertise.

Intranet and Extranet VPNs

Intranet VPN services link employees, telecommuters, mobile workers, remote offices, and so on, to
each other with the same privacy as a private network.

Extranet VPN services link suppliers, partners, customers, or communities of interest over a shared
infrastructure with the same policies as a private network.

Cisco provides arange of ATM- and IP-based choices for deploying large-scale intranet and extranet
VPN services, including Multiprotocol Label Switching (MPL S)-based services, which provide secure,
business-quality VPN solutions that scale to support tens of thousands of VPN customers over IP or
IP+ATM networks.

A VPN built with MPL S affords broad scalability and flexibility across any IP, IP+ATM, or multivendor
backbone. MPL S forwards packets using labels. The VPN identifier in the |abel isolates traffic to a
specific VPN. In contrast with IP tunnel and virtual-circuit architectures, MPL S-based VPNs enable
connectionless routing within each VPN community. Service providers can easily scale their servicesto
support tens of thousands of V PNs on the same infrastructure, with full QoS benefitsacrossIPand ATM
environments.

Cisco MPLS-based VPN solutions are supported on its IP+ATM WAN switch platforms including the
BPX 8650 and MGX families, and on its high-end router platforms such as the Cisco 12000 series GSR.

MPLS VPN Features

Performance

The VPN feature for MPLS Switching allows a Cisco | OS network to deploy scalable IPv4 Layer 3VPN
backbone services. MPL S Switching VPNs provide essential characteristics and features that service
providers require to deploy scalable VPNs and build the foundation to deliver these value-added
services:

When MPLS VPNs are set up using ATM LSRs such as the BPX 8650, the capabilities of scalable
connectionless service of IP are combined with the performance and traffic management capabilities
of ATM.

Connectionless Service

A significant technical advantage of MPLS VPNs is connectionless service. The Internet owes its
success to its basic technology, TCP/IP, built on the packet-based, connectionless network paradigm.
This means that no prior action is necessary to establish communication between hosts, making it easy
for two parties to communicate.

To establish privacy in a connectionless | P environment, current VPN solutions impose a
connection-oriented, point-to-point overlay on the network. Even if it runs over a connectionless
network, today’s VPN cannot take advantage of the ease of connectivity and multiple services available
in connectionl ess networks.

By creating a connectionless MPLS VPN, tunnels and encryption are not required for network privacy,
thus eliminating significant complexity.
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Centralized Service

Building VPNs in Layer 3 has the additional advantage of allowing delivery of targeted services to a
group of users represented by a VPN.

A VPN must give service providers more than a mechanism for privately connecting users to intranet
services. It must also provide a way to flexibly deliver value-added services to targeted customers.
Scalability is critical, because customers want to use services privately in their intranets and extranets.

Because MPL S Switching VPNSs are seen as private intranets, it's easy to leverage new |P services:
- multicast
e Quality of Service
 telephony support within aVPN
- centralized services such as content and Web hosting to a VPN

Now myriad combinations of specialized services can be customized for individual customers, for
example, a service that combines IP multicast with alow-latency service class to enable
videoconferencing within an intranet.

Scalability

Scalability is the magjor deficiency of VPNs created using connection-oriented, point-to-point overlays,
Frame Relay, or ATM VCs. Specifically, connection-oriented VPNs require a full N? mesh of
connections between customer sites to support any-to-any communication.

MPL S-based VPNs instead use the peer model and Layer 3 connectionless architecture to leverage a
highly scalable VPN solution. The peer model requires a customer site to make peer connection with
only one provider edge (PE) router as opposed to all other CPE or customer edge (CE) routers that are
members of the VPN. The connectionless architecture allows the creation of VPNs in Layer 3,
eliminating the need for tunnels or VCs.

Other scalability capabilities of MPLS Switching VPNs are due to the partitioning of VPN routes
between PE routers and the further partitioning of VPN and I GP routes between PE routers and provider
(P) routersin a core network. PE routers must maintain VPN routes for those VPNs who are members.
P routersdo not maintain any VPN routes. Thisincreases the scal ability of the providerscore and insures
that no one deviceis a scalability bottleneck.

Security

MPLS Switching VPNs offer the same level of security as connection-oriented VPNs. Packetsfrom one
VPN will not inadvertently go to another VPN. Security is provided at the edge and core of a provider
network:

- at the edge, security ensures that packets received from a customer are placed on the correct VPN
- at the backbone, VPN traffic is kept separate

Malicious spoofing of a provider edge (PE) router is nearly impossible because the packets received
from customers are |P packets. These | P packets must be received on a particular interface or
subinterface to be uniquely identified with a VPN label.

Easy to Create

To take full advantage of VPNSs, it must be easy to create new VPNs and user communities. Because
MPLS VPNs are connectionless, no specific point-to-point connection maps or topol ogies are required.
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Now it is easy to add sites to intranets and extranets and to easily form closed user groups. Managing
VPNs in this manner enables membership of any given sitein multiple VPNs, maximizing flexibility in
building intranets and extranets.

Flexible Addressing
To make a VPN service more accessible, users should be able to design their own addressing plan,
independent of addressing plans for other VPN customers supported by a common service provider.

Many organizations use private address spaces, as defined in RFC 1918 today, and do not want to
undertake the time and expense of implementing registered | P addresses to enable intranet connectivity.
MPLS VPNs allow customers to continue to use their present address spaces without network address
translation (NAT) by providing a public and private view of the address.

If two VPNs want to communicate and both have overlapping addresses, that communication requires
NAT at one endpoint. This enables customers to use their own unregistered private addresses and
communicate freely across a public I P network.

Integrated Class of Service (CoS) Support
CoSisan essential ingredient of an IP VPN because it provides the ability to address two fundamental
VPN requirements:
- predictable performance and policy implementation
» support for multiple Classes of Servicein an MPLS Switching VPN

Network traffic is classified and labeled at the edge of the network before traffic is aggregated according
to policies defined by subscribers and implemented by the provider and transported across the provider
core. Traffic at the edge and core of the network can then be differentiated into different classes by drop
probability or delay.

Straightforward Migration

For service providersto quickly deploy these VPN services, astraightforward migration path isrequired.
MPLS VPNs are unique because they can be built over multiple network architectures, including IP,
ATM, Frame Relay, and hybrid networks.

Migration for the end customer is also simplified because there is no requirement to support MPLS on
the customer edge (CE) router and no modifications are required to a customer’s intranet.

MPLS VPN Benefits

- A platform for rapid deployment of additional value-added IP services, including intranets,
extranets, voice, multimedia, and network commerce

- Privacy and security equal to Layer 2 VPNs by limiting the distribution of a VPN’s routes to only
those routers that are members of the VPN

» Seamless integration with customer intranets

» Increased scalability over current VPN implementations, with thousands of sites per VPN and
hundreds of thousands of VPNSs per service provider

» [P Classof Service (CoS), with support for multiple Classes of Service and prioritieswithin aVPN,
aswell as between VPNs

- Easy management of VPN membership and easy provisioning of new VPNs for rapid deployment
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Scalable any-to-any connectivity for extended intranets and extranets that encompass multiple
businesses

MPLS enables business I P services

— VPNswith strong SLAs for QoS

— privacy and QoS of ATM without tunneling or encryption

— enabled by Cisco's unique combination of MPLS and open standards routing
Lower operating costs

— enables low-cost managed services to increase SP market share

— increases profits though lower marginal cost for new services

— network establishes VPN connectivity; no provisioning

— build once/sell many; single routing image for all VPNs
The first transport-independent VPN

— universal VPN: one VPN, any access/transport: dial, XDSL, ATM, and so on

— service delivery independent of transport/access technology
Simpler to use

— VPN managed by the service provider

— transparent support for private |P addresses

— multiple QoS service classes to implement business net policy
Revenue and growth

— revenue from today’s transport services, growth from IP
Business |P services enabled by MPLS/IOS

— MPLSbrings 10S to service provider ATM networks

— MPLSisthe new industry standard for bringing IP and ATM together
Seamless service delivery

— wide breadth of services; circuit emulation to IP VPNs

— single pipe; multiple services (any service, any port)
lower cost of operation and competitive advantages

- ROI, TTM, economies of a multiservice network

The Cisco “IP+ATM Solutions” page at http://www.cisco.com/go/ipatm has links to press releases,
brochures, white papers and other information. Use the links on the left-hand side of the page.

The OSPF version 2 specification is http://www.ietf.org/rfc/rfc2328.txt

The“1S-1S for Routing in TCP/IP and Dual Environments” specification is
http://www.ietf.org/rfc/rfc1195.txt
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- |ETF documents on MPLS are at http://www.ietf.org/html.charters/mpls-charter.ntml. The most
important documents are:

— “MPLS Architecture” draft-ietf-mpls-arch-05.txt

— “MPLS Label Stack Encodings” draft-ietf-mpls-label-encaps-04.txt

— “MPLSusing LDP and ATM VC Switching” draft-ietf-mpls-atm-02.txt
— “LDP Specification” draft-ietf-mpls-1dp-05.txt

— “MPLS Support of Differentiated Services by ATM LSRs and Frame Relay L SRS’
draft-ietf-mpls-diff-ext-01.txt

e Other IETF documents on Differentiated Services are at
http://www.ietf.org/html.charters/diffserv-charter.html

« The most important IETF documents on the Border Gateway Protocol are:
— “A Border Gateway Protocol 4 (BGP-4)" http://www.ietf.org/rfc/rfcl771.txt
— “Multiprotocol Extensions for BGP-4" http://www.ietf.org/rfc/rfc2283.txt

— A further informational document shows how BGP can be used to support VPNs:
“BGP/MPLS VPNs,” RFC 2457, http://www.ietf.org/rfc/rfc2547.txt

» Thefollowing books on routing, MPLS and related topics are very useful:
— Halabi, B., Internet Routing Architectures, Cisco Press, 1997.
— Metz, C., IP Switching Protocols and Architectures, McGraw-Hill, 1999
— Rekhter, et al., Switching in IP Networks, Morgan Kaufmann, 1998

» Useful magazine articles are:

— Feldman, et a., “Evolution of Multiprotocol Label Switching,” IEEE Communications
Magazine, Vol. 36, No. 5, May 1998

- Metz, C., “Ingredientsfor Better Routing: Read the Label,” | EEE Internet Computing, Sept/Oct.
1998

» Archiveson MPLS and related technologies:
— http://infonet.aist-nara.ac.jp/member/nori-d/mir/
— http://den.soongsil.ac.kr/~jinsuh/home-mpl s.html
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CHAPTER 2

Integrating MPLS with IP and ATM

One of the most important applications of MPLS is in IP+ATM networks. “IP+ATM” is Cisco’s trade
name for equipment that simultaneously supports traditional ATM services (PVCs, SVCs, SPVCs,
PV Ps, and so on) and optimized IP transport using MPLS.

These networks offer traditional ATM and Frame Relay services while providing optimized | P support
using ATM MPLS. MPLS also brings important new services, such as IP Virtual Private Networks, to
both IP+ATM networks and router networks.

This chapter explains how MPL S integrates IP into ATM networks:
- Why Integrate IP with ATM?
« Structure of An IP+ATM Switch
- Routing on ATM Switches
» Building Internetson ATM
e MPLSElementsin An ATM WAN
- Label Switch Controllers
- AnATM MPLS Point of Presence
- Dual Backbones: Traditional ATM and ATM MPS or Packet-Over-SONET
- Virtual Private Networks
- Migrating MPLS into a Traditional ATM Network

Why Integrate IP with ATM?

Today |IP routing protocols typically run on top of ATM or Frame Relay with little integration. |SPs,
for example, build ATM or Frame Relay coresinside their routed networks; these cores are used to build
pi pes between the routed edges.

In other words, two | P-routed networks are connected together using Permanent Virtual Circuits
(PVCs) acrossan ATM or Frame Relay cloud. This creates an overlay model that is neither scal able nor
manageabl e (Figure 2-1, Topology a), primarily because all routers on the cloud become I P neighbors.

Cisco MPLS Controller Software Configuration Guide
[ Release 9.3.10, Part Number 78-11658-01 Rev. B0, May 2001 .m



Chapter2  Integrating MPLS with IP and ATM |

I Why Integrate IP with ATM?

This method also uses network resources inefficiently because the ATM links are invisibleto IP
routing. This means, for example, that a PV C using many hopswill be used by I P routing just as readily
as a single-hop PV C, because both PV Cs are each a single I P hop.

Another problem with traditional networks results from routing protocols, such as OSPF, that do not
performwell onlarge, fully meshed clouds dueto the link state update duplication and the large number
of neighbor state machines that have to be maintained. The route oscillation caused by circuit failures
can exceed router CPU use and cause an indeterministic route convergence behavior. Experience has
shown that this becomes a problem with afull mesh larger than 20 routers.

Figure 2-1 IP over ATM

@ Integrated model

MPLS solves the meshing problem by eliminating the notion of an ATM cloud. With MPLS, the ATM
links are treated as IP links and each ATM switch can become an P routing peer asin the integrate
model, Figure 2-1, Topology (b).

By implementing I P intelligence into the ATM switches, designers eliminate the overlay of IPlinkson
ATM and make a one-to-one mapping between them. This resolves most | P scalability problems.
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Structure of An IP+ATM Switch

In addition, this integration of the layers resultsin a distributed routing/switching model that takes
advantage of the wealth of capabilities offered in each layer:

- Therouter part is needed to make use of the routing algorithms such as OSPF and BGP4 for
exchanging reachability information and cal culating paths.

-« The MPLS part is needed to transl ate that reachability information into elements that can be
understood by the switches.

The switching part uses advanced hardware capabilities to switch data at wire speed.

Structure of An IP+ATM Switch

The concept of an IP+ATM switch is shown in Figure 2-2. A single switch contains two logically
separate switches:

e AnMPLSATM label switch router (L SR) optimized for IP transport
» A traditional ATM PV C/SVC switch
Each trunk can support both PV Cs (or SVCs, and so on), and MPLS Label VCs (LVCs).

Although an IP+ATM switch contains logically separate switches, it physically contains only one
switch. However it contains two (or more) separate sets of control software. One set of software
controls PVCs, SV Cs, and so on, and the other control software controls MPLS. These controllers act
independently, allowing the single physical switch to act as two (or more) virtual switches.

In switches such as the BPX 8650 and MGX 8850, thisindependent control isimplemented by using a
the Virtual Switch Interface (VSI). The VSI allows two or more separate controllers to independently
control asingle switch, as shown in Figure 2-2 Topology (b).

The MPLS control software is physically located in a label switch controller (LSC).
In the BPX 8650, the LSC is a device separate from the main switch shelf.
In the MGX 8850, the LSC is based on a Route Processor Module (RPM) in the switch shelf itself.

Other VSI controllers may be software running on the switch control card. In the case of the BPX 8650
and MGX 8850, AutoRoute software, which controls PVCs, runs on the switch control card.

PNNI control may be added to the BPX 8650 as a separate controller on the Service Expansion Shel f
(SES).

The LS1010 and 8540 M SR implement similar functionality to the VSl using internal software
interfaces.
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I Structure of An IP+ATM Switch

Figure 2-2  Structural Elements of IP+ATM Switches
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Structure of An IP+ATM Switch

To ensure that the control planes can act independently, the VSl slave processes in the switch must
allocate resources to the different control planes (MPLS or PNNI). In the BPX 8650, resources for
AutoRoute PVCs are reserved in a similar way.

The resources partitioned in the different control planes are:

« VPI/VCI spaceon trunks
Each control plane gets arange of VPIsto use.

- Bandwidth
Each control planeis guaranteed a certain bandwidth for Connection Admission Control (CAC)
purposes. With soft partitioning, there can be a pool of bandwidth shared between control planes
for CAC purposes. Even with hard partitioning, spare bandwidth unused by a control planeis
available on a cell-by-cell basis to other control planes.

- Traffic queues
One of the keysto IP+ATM isthat MPLS traffic gets different traffic queues on the switch than the
PV C and SV C traffic. This meansthat MPL S traffic can be handled by queues that directly support
the MPLS “Class of Service” concept. The alternative is manually configured translationsto ATM
forum service types. The need for these translations is one of the main disadvantages of
IP-over-ATM schemes apart from MPLS, and IP+ATM avoids this disadvantage.

Part of the configuration process for IP+ATM switches is the assignment of these resources to the
different control planes, which involvescreating different “ partitions” of link resources for the different
control planes, as shown in Figure 2-2 Topology (c).

Use of IP+ATM

IP+ATM can be used to offer MPLS services, along with PV C and SVC services, al on the same
network. This means that all (or many) switches in the network act as both ATM LSRs and traditional
ATM switches, as in Figure 2-2 Topology (a).

The traditional ATM services can also be used in conjunction with an MPLS service. Figure 2-2
Topology (d) shows the use of a PVC to connect ordinary IP traffic from customer site through to an
ATM Edge LSR. A PVC used in thisfashion is called an “MPLS Access PVC.”

Other PV Csare “traditional PVCs’ as part of atraditional end-to-end PV C service. Thetraffic from the
Edge L SR can then be fed back through the ATM LSR function in the same switch that supports the
MPLS Access PV C, or alternatively through a different switch. In any case, the end-to-end data path
for IP traffic can include both MPLS Access PVCs and MPLS Label VCs.

An integrated IP+ATM edge switch, such as the MGX 8850 or Cisco 6400, contains ATM LSR
function, as well as traditional access switch and PV C switching function. In addition, the Edge L SR
function is al so integrated into the device. This shown in Topology (€).

In the MGX 8850, routing function is supported by Route Processor Modules (RPMs). Node Route
Processor (NRP) modules are used in the Cisco 6400. Each RPM or NRP acts as an Edge L SR.

In the MGX 8850, one of the RPMs will simultaneously act as an L SC and an Edge L SR.
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Routing on ATM Switches

You can implement routing on ATM switches by either integrating the routing engine inside the switch
or by using separate routing controllers (arouter).

The integrated solution runs routing and MPL S software on the switch control processor. Thisis done
on the Cisco L S1010, Catalyst 5500, and 8540 MSR ATM switches. The controller model makes use
of a separate router that controls the switch hardware. This separate router is called a label switch
controller (LSC). The LSC can be either arouting card in the switch shelf or an external router. The
LSC will handle al the IP functionality and would interact with the switch viaeither the backplane (for
arouter card) or an external control interface. The first label switch controller offered by Cisco is an
external controller for the BPX 8650 platform. The MGX 8800 will use an LSC running on the Route
Processor Module (RPM) in the switch shelf.

From an outcome point of view, both the integrated and controller methods will deliver the same
result—which is providing an intelligent way of integrating routing and ATM.

The differences lie in the new operational model of using separate controllers rather than integrated
solutions. The controller model has the advantage of separating the services into separate logical
entities, each having a roadmap that does not interfere with the other.

In other words, if an external router controls a BPX 8650 switch running PNNI and SV C services, you
can perform an IP MPLS upgrade without disturbing the operation of the PNNI and SVC services. In
the WAN space, this is an attractive functionality.

One other benefit is that the controller itself can be fully utilized for other purposes. In the case of the
L SC + BPX 8650 model, the router controlling the BPX 8650 can be utilized as a regular packet-based
router offering IP and other Layer 3 services and still controlling the ATM switch hardware.

On the other hand, the cost of an external controller, both in hardware and use of a port on the switch,
might not be justified in all situations. Because of this, the integrated approach on the L S1010 may be
preferable.

Building Internets on ATM

The Internet is a collection of service providers offering I P services to their customers, all
interconnected either directly or via high-speed network access points (NAPS). The NAPs are usually
managed by a dedicated provider acting as a point of contact for coordination and connectivity
purposes.

Each ISP maintains multiple Points of Presence (PoPs) that serve as concentration points for customer
connectivity in multiple regions. PoPs can be interconnected via an ATM infrastructure or via direct
high-speed, | eased-line connections. Currently, | SPs use the Border Gateway Protocol version 4
(BGP4) for the purposes of interdomain connectivity. BGP4 offers a wide range of capabilitiesin
segmenting providers' networks and offering routing policies that define the providers' administrative
and political boundaries.

Integrating ATM infrastructures into the Internet model is as simple as providing an IP continuity
between the ATM network and the rest of the IP world. IP isintegrated over ATM inside the ASusing
MPLS, and the AS is connected to the rest of the Internet viaBGP, asillustrated in Figure 2-3.
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Figure 2-3  An IP+ATM Multiservice Network
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Thisisdone by using IP+ATM, where the ATM switches can continue to operate according to the ATM
Forum and ITU-T standards while running MPLS in parallel. This means that other network
applications such as PNNI, SVC, and AutoRoute can still operate independently of the MPLS
application offering routed services.

Figure 2-3 shows an IP+ATM network offering both Internet and ATM services, illustrated by the two
shaded areas. The VPI/VCl space on the multiservice switches (where the two shaded areas overlap) is
divided between MPL S and the ATM Forum services. The MPLS network is connected to other 1SPs
viathe Network Access Points (NAPs). The ATM network isrunning PNNI internally and is connected
to other service providers.

Note that there is no interaction whatsoever between PNNI and MPLS except that they both share the
ATM switch resources and link bandwidths. The MPLS implementations on the L S1010, 8540 M SR,
BPX 8650 and MGX 8850 switches allow control of the allocation of resources between MPLS and
PNNI.

The subsequent sections explain how MPL S operates on whole packets as opposed to ATM cells and
then continue to define the signaling required to achieve MPLS over ATM

Label Switching Operation at Layer 3

Label switching relies on two major components:

- Forwarding
Forwarding uses the label information to perform packet forwarding.

- Control
The control component maintains the correct label-forwarding information along with a group of
interconnected label switches.

This section covers these elements as they are used in ordinary MPLS packet forwarding. Advanced
services, including Traffic Engineering, Virtual Private Networks, and Class of Service, are considered
later.
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Forwarding Component

The forwarding component is based on label swapping.

When alabel switch router based on router hardware (such as a 7500 or 12000-series router) receives
apacket with alabel, thelabel isused as an index in aLabel Forwarding Information Base (LFIB). Each
entry in the LFIB consists of an incoming label and one or more subentries of the form:

<out goi ng | abel, outgoing interface, outgoing link |evel information>

For each sub-entry, the label switch replaces the incoming label with the outgoing label and sends the
packet on its way over the outgoing interface with the corresponding link-level information.

Figure 2-4 shows an example of label switching:

1. Anunlabeled IP packet with destination 128.89.25.4 arrives at Router A (RTA).

2. RTA checksits LFIB and matches the destination with prefix 128.89.0.0/16. (The /16 denotes 16
network masking bits per the Classless Interdomain Routing (CIDR) standard.)

The packet is labeled with an outgoing label of 4 and sent toward its next hop RTB.
RTB receives the packet with an incoming label of 4 that it uses as an index to the LFIB.

The incoming label of 4 is swapped with outgoing label 9.

o g o~ w

The packet is sent out over interface O with the appropriate Layer 2 information (such as MAC
address) according to the LFIB. (Note that RTB did not have to do any prefix |P lookup based on
the destination as was done by RTA. Instead, RTB used the label information to do the label
forwarding.)

7. When the packet arrives at RTC, it removes the label from the packet and forwards it as an
unlabeled I P packet.

Figure 2-4  Label Forwarding Information Base in An IP Packet Environment

In Address Out Out | Link In Address Out Out | Link
label prefix label | interface | info label prefix label | interface | info

X 1128.89.0.0/16| 4 1 4 1128.89.0.0/16| 9 0
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Control Component

The control component of MPL S consists of IP routing protocols (typically OSPF or IS-1S) running in
conjunction with MPL S label allocation and maintenance procedures. The control component is
responsible for setting up label forwarding paths along IP routes and then distributing these label
bindings to the label switches. The control component will also maintain accuracy for the paths given
topology changes that might occur.

The label distribution protocol (LDP) isamajor part of the control component. LDP establishes peer
sessions between label switches and exchanges the |abels needed by the forwarding function.

The OSPF or 1S-1S routing protocol runs in the normal way, automatically creating forwarding tables
in each MPLS label switch router. The MPLS Label Distribution Protocol (LDP) islinked to the routing
protocolsand worksin parallel with them. Based on therouting information provided by OSPF or IS-1S,
LDP exchanges the | abel s needed by the forwarding function.

In a packet environment, LDP is used in a downstream |abel allocation scheme (see Figure 2-5) which
works like this:

1. For each route in its routing table, the label switch router allocates a label and creates an entry in
its Label Forwarding Information Base (LFIB) with theincoming label set to the allocated |abel.

2. Thelabel switch router then advertises the binding between the label (incoming) it created and the
route to other adjacent label switch routers.

3. When alabel switch router receives label binding information for a route and that information was
originated by the next hop for that route, the switch places the label into the outgoing label of the
LFIB entry associated with the route.

This creates the binding between the outgoing label and the route.

Figure 2-5 Downstream Label Allocation

Prefix = 128.89.0.0/16 Prefix = 128.89.0.0/16
Label = 4 Label =9

Router A /—\ Roa“ter Bm% 128.89.0.0/16

S
@ < LDP session > @ < LDP session > @

Out label = 4 Out label =9 Out label =9

Prefix = 128.89.0.0/16 Prefix = 128.89.0.0/16 Prefix = 128.89.0.0/16 |,

Label = X Label = 4 Label = X 3
® ® @

Cisco MPLS Controller Software Configuration Guide
Release 9.3.10, Part Number 78-11658-01 Rev. B0, May 2001 .m



Chapter2  Integrating MPLS with IP and ATM |

W MPLS Elements in An ATM WAN

MPLS Elements in An ATM WAN

This section defines multiple MPLS elements. Figure 2-6 illustrates these elements in a network
environment:

Label Switch Router (L SR)
A device that implements the MPLS control and forwarding components.

Label-Controlled ATM (LC-ATM) interface

An ATM interface controlled by the MPLS control component. Cells traversing such an interface
carry labelsin the VCI field of a user-selected range of VPIs. The control component could be
integrated in the switch or on an outside controller.

ATM-LSR
A LSR based on an ATM switch. It has LC-ATM interfaces.

Packet-based L SR

A L SR that forwards complete packets, between its interfaces. A packet-based LSR can have zero
or more LC-ATM interfaces. Packet-based L SRs typically consist of MPLS software running on
ordinary router platforms, such as the Cisco 3600, 4700, 6400, 7200, or 7500 series. Sometimes
there are some hardware features specifically for MPLS, as on the Cisco 12000 series.

ATM EdgeLSR

A packet-based L SR connected to the ATM-LSR cloud via LC-ATM interfaces. The ATM Edge
L SR has the function of adding labels to unlabeled packets and stripping labels from labelled
packets. Note that Edge L SRs are part of the same service provider network as the ATM-LSRs.
Edge L SRs are not intended to be customer premises equipment or customer located equipment.

Figure 2-6 MPLS Elements in An ATM Network

Packet-based

y /] -
S ATM-LSR

Customer sites
running ordinary 1P

LSR

Edge LSR—»

LC-ATM
interfaces

34371

Cisco MPLS Controller Software Configuration Guide

Release 9.3.10, Part Number 78-11658-01 Rev. B0, May 2001 |



| Chapter2 Integrating MPLS with IP and ATM

MPLS Elements in An ATMWAN [l

Similar to MPLS in a packet environment, MPLS in an ATM environment consists of a forwarding
component and a control component:

» Forwarding Component
In an ATM environment, the label switching forwarding function is carried out identically to
traditional switching. The label information needed for label switching can be carried in the VCI
field within one or asmall number of VPs. The labels act as the VCls.

- Control Component
For the control component over ATM networks, a label distribution protocol is used to bind VCls
to IP routes. The switch also has to participate in IP routing protocols such as OSPF, BGP, and
RSVP.

Forwarding Via ATM Switches

Whereas the ATM forwarding operation is based upon switching cells by swapping VClsand VPIs, in
an ATM environment the MPL S forwarding function is done by the normal switch operation. The label
information needed for MPLS can be carried in the VCI field within one or a small number of VPs.

Figure 2-7 shows the forwarding operation of an ATM switch in which the labels are designated VCls:
An unlabeled I P packet with destination 128.89.25.4 arrives at RTA (edge label switch router A).
RTA checksits LFIB and matches the destination with prefix 128.89.0.0/16.

RTA convertsthe AAL5 frame to cells and sends the frame out as a sequence of cells on VCI 40.

> w0odpoE

RTB (an ATM L SR controlled by alabel switch controller) performs anormal switching operation
by switching incoming cells on interface 2/V Cl 40 to interface 0/V CI 50.

Figure 2-7 Label Forwarding Information Base in An ATM Environment
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Control Via ATM Switches

The control component for MPLS over ATM is similar to router-based MPLS. A standard IP routing
protocol such as OSPF or 1S-1S runsin the network, alongside the Label Distribution Protocol (LDP).
LDP is needed to bind VClsto IP routes.

ATM-LSRs use the downstream-on-demand all ocating mechanism. Each ATM-L SR maintains a
forwarding information base (FIB) that contains alist of all IP routes that the ATM-LSR uses. This
control function is handled by the routing engine function which is either embedded in the switch or
runs on an outside controller.

For each routein itsforwarding information base, the edge ATM L SR identifies the next hop for aroute.
It then issues a request via LDP to the next hop for a label binding for that route.

When the next hop ATM-L SR receives the route, it allocates alabel, creates an entry in its LFIB with
the incoming label changed to the allocated outgoing label.

The next action depends on whether the label allocation isin an independent mode or a ordered mode:

« Independent Mode
The ATM-L SR will immediately return the binding between theincoming label and the route to the
L SR that sent the request. However, this could mean that it is not immediately able to forward
label ed packets asthey arrive, because the ATM-L SR might not yet have an outgoing label/V CI for
the route.
The L SR that initiated the request receives the binding information, it creates an entry in its LFIB,
and sets the outgoing label in the entry to the value received from the next hop. The next hop ATM
L SR then repeats the process, sending a binding request to its next hop, and the process continues
until all label bindings along the path are allocated.

- Ordered Mode
The ATM-L SR does not immediately return the binding, but waits until it has an outgoing label.
The next hop L SR sends a new binding request to its next hop, and the process repeats until the
destination ATM Edge LSR is reached. It then returns alabel binding to the previous ATM-L SR,
causing it to return alabel binding, and so on until al the label bindings along the path are
established.

Figure 2-8 shows an ordered allocation. ATM Edge LSR RTA isan IP routing peer to ATM-LSR RTB.
Inturn, ATM-LSR RTB isan IP routing peer to ATM-LSR-RTC. | P routing updates are exchanged over
VPI/VCI 0/32 between RTA-RTB and RTB-RTC.

For example:

1. RTA sends alabel binding request toward RTB to bind prefix 128.89.0.0/16 to a specific VCI.
2. RTB allocates VCI 40 and creates an entry in its LFIB with VCI 40 as the incoming |abel.

3. RTB then sends a bind request toward RTC.

4. RTCissues VCI 50 as alabel.

5. RTC sends areply to RTB with the binding between prefix 128.89.0.0/16 and the VS| 50 label.
6. RTB setsthe outgoing label to VCI 50.

7. RTB sends areply to RTA with the binding between prefix 128.89.0.0/16 and the VCI 40 label.
8. RTA then creates an entry in its LFIB and sets the outgoing label to VCI 40.

Independent mode operation is similar to that shown in Figure 2-8, except that the events labeled 7 and
8 in the figure may occur concurrently with event 3.
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Figure 2-8 Downstream On-Demand Label Allocation, Ordered Mode
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MPLS networks can use traditional ATM equipment. They are usually built as astep toward introducing
MPLS to an existing ATM network.

Traditional ATM switches can be used in three ways.

- Backhauling, when the access device is remote from the Edge L SR. The access deviceis connected
to the Edge L SR by PV Cs switched through an ATM network.

» Tunnelling through ATM switches between an Edge LSR and an ATM LSR.
The Edge L SR does not need to be adjacent to an ATM-L SR, but can be connected through an ATM
network.

» Tunneling through ATM switches between ATM LSRs.
The core network uses traditional ATM switches as well as ATM LSRs.

These uses of traditional ATM equipment have disadvantages and must be used with care.

Cell Interleave Problem

The problem of having multiple sources transmitting data to the same destination creates some
challenges with label VC allocation over ATM.

An ATM-L SR receiving binding requests from different upstream neighbors toward the same prefix
will have to request multiple outbound labels from its downstream neighbor. If the ATM-LSR were to
allocate only one outgoing V Cl, then cellsfrom different AALS frameswoul d potentially beinterleaved
and dropped at the receiving end.

Allocating different outbound VCls for the same destination will ensure that cells will be received in
order. Thisisillustrated in Figure 2-9.
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Figure 2-9  Problem of Cell Interleave
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Figure 2-9 Topology (a) shows a hypothetical situation. RTB has received two different binding
requests for prefix 128.89.0.0/16 from RTA and RTD. Hence, RTB will create two entriesin its LFIB
and assign incoming labels for each request. In this example, RTB has assigned VCI 40 for RTA and
VCI 70 for RTD. In case RTB doesn't already have an outbound label for the prefix, RTB will send a
binding reguest toward RTC and will get assigned V CI 50 as an outbound label. As aresult, cells
arriving from RTA and RTD on VClIs 40 and 70 would be sent over VCI 50 and would potentially get
interleaved causing AALS frames to be discarded.

Figure 2-9 Topology (b) shows the same scenario with the difference that RTB has now requested two
outgoing labels for prefix 128.89.0.0/16. RTB will get assigned two V Cls 50 and 60. Cells from RTA
will be switched using cross-connect (40, 50) and cellsfrom RTD will be switched using cross-connect
(70, 60). As such, complete noninterleaved AALS frames will be received at the destination. Thisis
how MPLS supports switches that do not have “VC Merge” capability.

Virtual Circuit Merge-Capable Switches

To better utilize the V C space, VC merge may be implemented. VC merge allows the switch to transmit
cells coming from different VCls over the same outgoing V Cl toward the same destination. In other
words, it allows multipoint-to-point connections.

V C merge is accomplished by queuing complete AALS frames in input buffers until the end of frame
has been received. The cells from the same AALS frame are all transmitted before sending cells from
any other frame. This requires sufficient buffering capabilities inside the switch, but no more buffering
than is required in IP networks.
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The small additional delay caused by VC merge is of little concern, because VC merge is designed for
IP traffic and need not be used for delay-sensitive traffic. P traffic has good delay tolerance compared
to some other traffic that might be carried on an ATM network.

VC mergeisillustrated in Figure 2-10. Here, RTA and RTD are sending traffic toward prefix
128.89.0.0/16. RTB has a single outbound V CI 50 bound to that prefix. Cells coming over VCls 40 and
70 are buffered in separate queues of RTB until complete AALS frames have been formed.

In this example, an end of frame has been detected over VCI 70 and the complete frame has been
transmitted over VCI 50. An end of frame has not been detected for cellscoming over VCI 40, and these
cells are held back in the input buffer. This solves the cell interleave problem and minimizes V C usage.

Figure 2-10 VC Merge
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Label VC Connections and Cross-Connects

A link between two ATM LSRs, or between an ATM Edge L SR and an ATM LSR, is an ordinary ATM
link. Because ATM MPLS uses the VCI fields of afew separate VPIsto carry alabel, each label on a
link corresponds to a different virtual circuit (VC).

These VCs are called label virtual circuits (LVCs). LVCs are neither switched virtual circuits (SVCs)
nor permanent virtual circuits (PVCs), and are set up using LDP instead of ATM Forum signaling
protocols. LVCs, PVCs, and SVCs may al be used on the same link, though they use different parts of
the VPI/VCI space.

Asillustrated in Figure 2-11, at least two distinct types of LV Cs are used on each link:

- Signaling PVC
ThisVCisusedtocarry |P packetsthat are reassembled and examined at each ATM LSR. Itisused
to carry routing information (BGP, OSPF, IS-1S, and so on) and LDP. It might also be used to carry
management traffic, such as Simple Network Management Protocol (SNMP) traffic or Internet
Control Message Protocol (ICMP) traffic. By default, this VC has VPI and VCI (0, 32).

- Ordinary LVCs
These carry label-switched data. Packets on ordinary LV Cs are cross-connected by ATM L SRs
without being reassembled. On each link, all ordinary LV Cs are within the same virtual path (VP)
or small set of VPs.
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Figure 2-11 Interconnecting ATM Label Switch Routers
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An ATM L SR differs from an ordinary ATM switch in the way connections are set up. Normally an
ATM connection is set up by control software running a connection routing protocol such as PNNI or
AutoRoute. In ATM MPLS, a piece of software called a label switch controller is used.

Label Switch Controllers

A label switch controller (LSC) is part of an ATM LSR. The LSC runs an IP routing protocol such as
OSPF or IS-1S, in addition to MPLS software. The IP routing software maintains knowledge of the
layout of the network. Using thisinformation, L DP establishes |abel s (such as VCs) on links connected
to the ATM LSR.

When the L SC has established incoming and outgoing labels for the same route in its LFIB, it then
instructs the switch fabric to set up a connection with the parameters (incoming interface, incoming
label VCI, outgoing interface, outgoing label VCI).

Figure 2-12 shows three possible |ocations for the L SC:

» Switch control card
L SC software might run on board the ATM switch, on the main control card. In an LS1010, Catalyst
5500 or 8500 ATM-L SR, the LSC software runs on the main control card, the ATM Switch
Processor.

- Another card in the switch shelf
The software might run on board the ATM switch on acard separate from the main switch control
card. In the MGX 8800, a Route Processor Module (RPM) card in the switch isthe LSC.

e Separate hardware
The LSC may also be a separate piece of hardware. A Cisco BPX 8650 IP+ATM switch consists of
aBPX 8600 ATM switch shelf and an L SC based on a Cisco 7200 series router. The LSC and
switch are interconnected by a switch control link. For the BPX 8650, the switch control link is an
ATM link. Thislink is used in a different way to the other ATM interfaces on the L SR—it will be
used to connect the signaling PV Cs from all other interfaces on the switch to the LSC, but it will
often not carry any data.

A LSC sets up connections in the switch fabric by way of a switch control interface. In the case of the
L S1010, Catalyst 5500 or 8500, thisis an internal interface within Cisco 10S®. In the case of the BPX
8650 and MGX 8850, an external switch control interface is used.
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BPX 8650 Label Switch Router: Controlling a BPX 8600 with An LSC
Figure 2-12 Topology (b) shows how a LSC is connected in a BPX 8650 switch. The physical
connection between the LSC and the BPX-series ATM switch shelf is the VSI control link, which isan

ATM link. The VSI control link could be an STM-1 link, connected to one port of afour-port or
eight-port broadband switching module (BXM) STM-1 card.

Figure 2-12 Label Switch Controller Locations
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Enabling LSC control of a switch requires:
« Declaring that an ATM interface on the LSC is a Label Switch Control interface
- Enabling a port on the switch as a control interface
The data connections between the L SC and the switch shelf consist of two sets of VCs:

- Signaling PVCs
The signaling label VCs from every interface of the ATM switch must be connected through to the
L SC shown in Figure 2-12 Topology (a). The signaling PV C on each interface ison VPI and VCI
(0, 32) by default, but will generally be cross-connected to a different VCI on the switch control
link. This VCI is chosen by the L SC software, which requests the setup of the cross-connects as
part of itsinitialization.

» Switch Control VCs
The L SC uses an interface control protocol to discover the port configuration of the switch and
make switch connections. This protocol operates using V Cs connected to each port card, called the
external control VCs shown in Figure 2-12 Topology (b). There may be up to 12 of these, one for
each BXM port card in the BPX 8650. These are set up automatically if external control isenabled.

Using the infrastructure of signaling PV Cs and external control VCs, the L SC can establish label
bindings with the neighboring ATM Edge L SRs, and consequently request the set up of LVC
cross-connects in the switch. Most data LV Cs by-pass the L SC, as shown in Figure 2-13 Topology (c).
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Figure 2-13 Connecting a BPX 8650 and Label Switch Controller
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An LSC can simultaneously act as an Edge LSR (see Using an LSC as An Edge L SR, page 2-21).
Because it can act as an Edge L SR, an L SC will always have a set of LV Cs terminating on it. However
most LVCsin atypical ATM-LSR configuration will by-pass the LSC. In addition, the LVCs
terminating on the LSC will not be used much, unless the Edge L SR function of the LSC is used.

IP+ATM Capability

The preceding sections show alabel switch controller can be added to an ATM switch to give it MPLS
capability and how an ATM network can be used to simultaneously provide MPLS service and
traditional ATM switching.

The key to doing thisisthe IP+ATM capability of Cisco ATM switches. Figure 2-14 Part (a) shows an
ATM switch with an MPLS label switch controller.
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PNNI control software can be connected to an ATM switch in the same way as shown in Figure 2-14
Part (b). Cisco IP+ATM switches allow an LSC and a PNNI controller to be simultaneously connected
to the same switch (Figure 2-14 Part (c)). This means that the same switch can support both optimized
IP services using MPLS, as well as traditional ATM services using PNNI.

Figure 2-14 Comparing MPLS, PNNI, and IP+ATM Switches
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@ 'IP+ATM' switch with both MPLS and PNNI control

A Cisco IP+ATM network physically consists of ordinary ATM switchesand links. As part of the initial
configuration of the network, the operator assigns resources of the ATM network to PNNI and MPLS:

» Bandwidth on links

- VPI/VCI spaceon links

» VC connection table spaces
- Traffic management

Asillustrated in Figure 2-15, this partitioning of resourcesis quite flexible, with arbitrary divisions of
resources between the different control planes. You may define fixed allocations of resources to the
control planes or pool link bandwidth or connection table spaces shared between the control planes.
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Figure 2-15 Comparing MPLS, PNNI, and IP+ATM Networks
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The concept of controllers independently controlling a switch extends to more than two controllers.
Cisco IP+ATM switches have the ability to support four or more control planes.

An ATM MPLS Point of Presence

An example ATM MPLS Point of Presence (PoP) is shown in Figure 2-16. This consists of an
ATM-LSR and several edge routers connected to customer sites. Signaling PV Cs connect every Edge
LSR in the PoP to the LSC in the ATM-LSR. In this example, each of the edge routers is connected to
only one ATM-L SR, although thisis not necessary.
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Figure 2-16 An ATM MPLS Point of Presence (PoP)
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Using an LSC as An Edge LSR
A

Note If the ATM switch used is a BPX 8650, then the PoP shown in Figure 2-16 requires an
LSC in addition to the Edge L SRs. However, an extra device is not always required.

In LSRs such asthe BPX 8650 Cisco L SR, which uses a separate L SC, the LSC can also act asan ATM
Edge LSR. This meansthat if a BPX 8600 ATM-LSR is added to an existing PoP, an extrarouter is not
necessarily required, because one of the existing routers can provide L SC functionality. A PoP using
an edge router as LSC is shown in Figure 2-17.
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Figure 2-17 An ATM MPLS PoP with Combined LSC and Edge Device
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Figure 2-18 shows another alternative: to bring the customer lines into the PoP by way of an access
switch or concentrator such as the MGX 8220. Customer lines are connected to the access switch, and
then “backhauled” to the Edge LSRs by way of PVCs.

Figure 2-18 Using an Access Switch or Concentrator in An ATM MPLS PoP
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A Fully Integrated PoP

Yet another alternative isto use asingle device that integrates an ATM-L SR, Edge L SRs, and an access
switch, as shown in Figure 2-19 (a). The MGX 8800 IP+ATM switch does this.

In the MGX 8850, router cards called Route Processor Modules (RPMs) act as Edge L SRs. One of the
RPMswill also act as alabel switch controller, giving ATM-LSR function to the MGX 8800. All these
functions are combined in asingle chassis, shown in Figure 2-19 (b). The 6400 access switch has
similar capabilities.

Figure 2-19 MGX 8800 as An Integrated ATM MPLS PoP
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Dual Backbones: Traditional ATM and ATM MPS or
Packet-Over-SONET

The networks shown so far have combined MPLS and traditional ATM services on the same switches.
Providers may wish to build anew MPL S infrastructure (either ATM MPLS or packet-based MPLS)
alongside an existing ATM infrastructure, using two separate backbones in the networks: one for
traditional ATM services and one for IP services.

Cisco IP+ATM edge devices support dual backbonesin avery flexible way, allowing access to both the
MPLS network and services, and the old ATM network, even from a single access link. A single
IP+ATM edge switch will support full Edge LSR and L SC functions, as well astraditional ATM SPVC
and SV C services.

From afunctional perspective, ATM MPLS services and traditional ATM services are then carried
separately. However with a Cisco IP+ATM backbone, the separate MPL S and Traditional ATM
switching functions are carried on the same switch backbone. Thisisillustrated in Figure 2-20 (b).

Another alternative, shown in Figure 2-20 (c), isto use physically separate backbones for MPLS
services and traditional ATM services. The MPLS backbone can use ATM-LSRs, or aternatively
router-based L SRs such as the Cisco 7500 series, or Cisco 12000 series Gigabit Switch Routers. Nearly
any link types can be used in the MPLS backbone, including packet-over-SONET/SDH, or
packet-over-WDM, if desired.
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Cisco IP+ATM edge switches connect to dual backbones readily. Even from a single link to an
end-customer site, some DLCIs or VCIs can connect into the MPL S-based | P services, while others
connect into traditional ATM or Frame Relay SPV C services.

Figure 2-20 Supporting IP+ATM Services Using Dual Backbones
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Figure 2-21 shows one strategy for evolving hybrid networks toward a dual backbone solution.
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Figure 2-21 Evolution of ATM MPLS Networks to Dual Backbones
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ATM link not carrying MPLS

Virtual Private Networks

Figure 2-22 shows the concept of an IP Virtual Private Network (VPN) service. One service provider
network supports many different IP Virtual Private Networks. Each VPN appears to its users as a
private network, separate from all other networks.

Within each VPN, there is any-to-any connectivity: each site can send IP packets directly to any other
site in the VPN, without having to go through a central site. A simple use of a VPN is an intranet,
forming the wide-area |P network of a corporation. Another useis an extranet linking several
corporations.
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Figure 2-22 Many Virtual Private Networks Provided by One Network
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In aVPN service based on Cisco MPLS, each individual VPN isidentified by a Route Distinguisher
(RD). In Figure 2-22, three different VPNs are shown with Route Distinguishers 12, 101, and 2332.
Many more than three can be supported by a single network. Cisco MPLS VPNSs networks initially
support thousands of VPNs, and later thisis extendable to hundreds of thousands, and even millionsif
required.

Route Distinguisher

Figure 2-23 shows more detail on how a Cisco MPLS network supports VPNs. An ordinary MPLS
network is surrounded by Provider Edge (PE) routers, which are Edge L SRs that support VPN
functions. The MPLS network in combination with the Provider Edge routers forms a network
supporting VPN services. Customer sites are connected to the Provider Edge routersin any of the ways
supported by any MPLS network: Frame Relay, ATM, xDSL, PPP, and so on. Any Cisco device that
can act as an Edge L SR can act as a PE router, including the MGX 8800.

M ore sophisticated cases are possible by means of a Route Distinguisher. A Route Distinguisher (RD)
identifies a separate | P address family. It is possible for a single RD to be shared by several intranets
and one or more extranets. A separate attribute called the Target VPN controls which addresses are
reachable from which VPNs.

However, in asimpleintranet service, each VPN does have a unique RD, and the Target VPN can equal
the RD. The Route Distinguisher and Target VPN attribute together perform roughly the function of the
VPN ldentifier. They also extend the VPN Identifier concept from intranets to extremely flexible
groupings of sitesin extranets.
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Figure 2-23 Providing Virtual Private Network Services Using An MPLS Network
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At the PE router, a route distinguisher is associated with each link to a customer site. The links may be
physical links, PPP links, individual Frame Relay or ATM virtual circuits, xDSL links, or other options.
The Route Distinguisher is configured at the PE router as part of the set-up of a VPN site. It is not
configured on the customer equipment and is not visible to the customer.

Aswith other MPLS networks, functionsin MPLS VPN equipment can be divided into a forwarding
component and a control component:

Core Network Functions Additional Provider Edge Router Functions
Forwarding Label switching Label switching with VPN support
Component
Control Component |Routing: OSPF or IS-IS Routing: Multiprotocol BGP 4
Signalling: LDP Signalling: Multiprotocol BGP 4

The core network uses ordinary MPLS forwarding and control. The Provider Edge routers have some
additional functions to support VPN services.

Forwarding in a Cisco Virtual Private Network Service

Figure 2-24 shows how packets are forwarded in a Cisco MPLS+BGP VPN service.

1. Packets arrive from a particular customer site. In this example, the siteisin the VPN with
RD=2332, and is attached to PE router RTA. The packet that arrives from the customer siteis an
ordinary IP packet, with destination |P address 10.4.1.1.

2. RTA looks up its VPN forwarding table, shown in Figure 2-25. RTA gets two different labels to
put on the packet. The inner label, which has value 122 in this example, is carried in a header
encapsulated along with therest of the IP packet. Theinner |abel carriesinformation specific to the
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virtual private network with RD=2332. The outer label, value 40, is an ordinary MPLS label that
tells the rest of the network that the packet is to be delivered to RTB, IP address 171.69.2.4. The
label value 40 was bound to 171.69.2.4/32 using ordinary LDP procedures described earlier.

The packet is sent on to the core of the network, which performs ordinary label switching. In this
example, ATM-LSR1 swaps label 40 with label 50 while forwarding the packet on towards RTB.
Labels 40 and 50 are the labels for 171.69.2.4/32 on different links.

When RTB receives the packet, it ignores the outer label, because it corresponds to RTB’s own IP
address (171.69.2.4). It then looks up the inner label, 122, in atable (see Figure 2-25). In this case,
theinner label corresponds to RD 2332. It then looks at the I P address on the packet, and finds that
the packet is destined to RD=2332, |P address=10.4.1.1.

RTB findsthat RD=2332, IP address=10.4.1.1 ison asite directly connected to RTB by an ordinary
IP link. It discards the labels and forwards the ordinary IP packet on to that site.

Figure 2-24 Forwarding Packets in a Cisco MPLS Virtual Private Network Service
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Note that the IP addresses 10.4.1.1 and 171.69.2.4 have different scope. The IP address 10.4.1.1 is part
of the VPN with route distinguisher 2332. Only packets inside that VPN will be able to reach this
address. There may be other IP addresses 10.4.1.1 in other VPNSs, but they are distinguished by having
different RDs.

Address 171.69.2.4 is part of the service provider’'s backbone and is not part of any VPN. It is probably
a Registered |P address from arange issued by the Internet Assigned Numbers Authority.

Control in a Cisco MPLS+BGP Virtual Private Network Service

Critical to the function and scalability of Virtual Private Network servicesis the use of the Border
Gateway Protocol (BGP) version 4.

Figure 2-25 shows the extra control functionsin a Cisco MPLS+BGP Virtual Private Network service.
The PE routers communicate with each other by using the Border Gateway Protocol (BGP) version 4,
with Multiprotocol Extensions.
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BGP v4 is the standard routing protocol for communicating Internet routing tables. Multiprotocol BGP
v4 is a standard extension to BGP v4 (RFC 2283). The PE routers use Multiprotocol BGP v4 to send
VPN routing information to each other. This allows each PE router to build a complete VPN routing
table. Part of a VPN routing table is shown in Figure 2-25.

Figure 2-25 Control Functions in a Cisco MPLS Virtual Private Network Service
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2332| 10.4.0.0/16 | 171.69.2.4 122
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The VPN works like this:

1. PE router RTA knows that it has a site with RD=2332, because it has been configured with this
information.

2. PE router RTA learns that an |P address range (RD=2332, Destination-Prefix=10.1.0.0/16) is
reachable there. It gets this information either by running an IP routing protocol (such as RIP or
OSPF) out to the customer site, or by static configuration. RTA records the address range
(RD=2332, Destination-Prefix=10.1.0.0/16), and also picks a label value, say 789, to correspond
to this route.

3. RTA tellsall the other PEs about this route and label using multiprotocol BGP.
4. RTA recordsthat its own IP address, 171.69.2.3, is the destination PE router for this address.

This example is simplified; it ignores the Target VPN attributes. This attribute is sent with each
route along with the Route Distinguisher and is also recorded in the label tables.

5. Similarly, RTB learns that the route (RD=2332, Destination-Prefix=10.4.0.0/16) is on a link
directly connected to RTB.
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6. RTB picksalabel, such as 122 to correspond to this route.

7. RTB then advertises this route to all other PE routers, which record the route and label in their
tables, along with RTB’s IP address (171.69.2.4).

Thisis how, in Figure 2-25, RTA knew to put label 122 on a packet that matched the route (RD=2332,
Destination-Prefix=10.4.0.0/16). RTC and RTD will also send routes for RD=2332.

In thisway, each PE router gets access to complete routing information for all the RDs it supports.

Note that the assignment of VPN |abels does not need to be coordinated across different PE routers. For
example, in Figure 2-25, label 1001 from RTC (171.69.2.5) is different from label 1001 from RTD
(171.69.2.6), because the labels are applied to packets sent to different PE routers. The outer |abel
shown in Figure 2-25 ensure that the each packet reaches the correct PE router.

Attributes of Cisco MPLS+BGP Virtual Private Networks

Privacy and Security

» Cisco MPLS+BGP virtual private networks have the same level of privacy as Frame Relay
networks. In a Frame Relay network, each packet carries alabel, called a DLCI, which ensures
correct delivery of the packet, provided the network is configured correctly. Because MPLS+BGP
VPNs label each packet with destination information, they achieve the same level of privacy as
Frame Relay networks.

» In Cisco MPLS+BGP virtual private network services, routing information is kept private. Route
distribution is controlled by the Route Distinguisher. (The Target VPN attribute can also be
involved.) This keeps all customers' routing information separate, and ensure that customers can
reach only legal addresses for their VPN. If routing protocols (RIP, OSPF, and so on) run out to
customers’ sites, then each customer gets access only to routes with the correct Route
Distinguisher.

» Spoofingisimpossible. Because MPL Slabelsare applied by the Provider’s edge router, a customer
cannot pretend to be a member of another VPN by applying different labels. This would cause the
PE routers simply to discard the packets. Only ordinary IP packets are accepted from customer
sites, and the network will forward them as normal for the customer’s VPN. (A later extension may
allow MPLS packets to be accepted from customer sites. When thisis supported, any label on a
packet received from a customer link must correspond to an I P address within the customer VPN.
A packet with an illegal label will be discarded.)

» Denial-of-service attacks may be prevented by using mechanisms described in “Migrating MPLS
into a Traditional ATM Network” section on page 2-33. Briefly, any packets sent in excess of the
customer’s traffic contract can be marked and carried at lower precedence than in-contract traffic.
If thisis done, then excess out-of-contract traffic from any source cannot adversely affect service
for any traffic compliant with its traffic contract.

In addition, authentication and encryption can be used to give even greater security.

~

Note  Most Frame Relay customers are satisfied with Frame Relay privacy and do not encrypt
their traffic. The same can be expected of MPLS+BGP virtual private network customers.
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Customer Independence

Customers can use any |P addresses. Because the provider network keeps customers’ |1P address
ranges separate with Route Distinguishers, each customer may use any |P addresses in their
network. Many customers may use identical 1P addresses. Customers can use registered addresses,
Private addresses (such as IP network 10.x), or even completely illegal unregistered addresses.

Customer equipment does not run MPL S or any special features. Any | P-capable equipment can be
used at customer sites. The customer sites do not need to run “VPN Routers” with IPsec or any
other special equipment. However Cisco will allow IPsec to be used to extend a VPN to aremote
customer site attached to another provider’s network. In this case, an | Psec tunnel will run between
the customer site and the PE router.

There might be advantages to running Cisco routers at customer sites. Optional Frame Relay
congestion-prevention features are available if the CPE is Cisco routers. Cisco CPE routers have
industry-leading capability for setting and marking the desired Class of Service for IP packets.

Customers automatically get to send any-to-any traffic within their virtual private network. There
is no need to backhaul traffic to a central sitein the VPN.

Scalability and Stability

Routing distribution is highly scalable. In Cisco MPLS+BGP virtual private network services, a
single set of BGP peerings between PEs is used, irrespective of how many different VPNs are
supported. This compares to alternative, unscal able techniques where a different routing protocol
runs in the provider backbone for each VPN. In addition, existing BGP techniques such as Route
Reflectors can be used to help VPN route distribution scale even further. Initially, Cisco
MPLS+BGP virtual private network services support tens of thousands of VPNs and over 100,000
routes. This will be extended to hundreds of thousands of VPNs and millions of routes, and there
isno reason why it cannot be extended even further. In addition, BGP has techniques such as“route
flap damping” which prevents badly behaving customer sites from affecting BGP stability. Note
also that BGP has been the only routing protocol with the scalability and stability to support
networks the size of the Internet. The current Internet could not exist without BGP.

Packet forwarding ishighly scalable and stable. Cisco MPLS+BGP virtual private network services
use two-level labelling. Only-the top-level label is seen by the core MPLS network. This means
that the number of VCs used in the network depends only on the number of PE routers used.

— MPLSLVCsare not created for individual customer flows, which makes packet forwarding
highly scalable.

— The core label switch routers have no knowledge of VPNs and do not respond to any changes
in VPNs, which makes packet forwarding highly stable.
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Management

Cisco MPLS+BGP virtual private networks have significant management advantages. These are
important even for smaller carriers and service providers, to whom the scalability advantages might not
be important:

» The provider network uses only one set of BGP peerings, no matter how many VPNSs it supports.
This results in simple administration of routing in the network.

- Adding new VPNs and sitesis very straightforward.

For example, Figure 2-26 shows the steps necessary to add an existing site to asmall VPN with full
connectivity. With VPNs based on Frame Relay or ATM PV Cs, or IPsec or similar Layer 3 tunnels,
the number of steps is dependent on the number of sites already in the VPN.

In the example in Figure 2-26 Topology (a), there are four existing sites. Consequently,
configuration steps 1-4 are the set-up of PVCsor Layer 3 tunnels. Steps 5-8 involve configuring
the endpoints of these links at the existing customer sites. Steps 9-12 are the configuration at the
tunnel endpoints at the new site. There may be more configuration steps at all routers for
configuring I P routing to the new site. Obviously, far more configuration steps are required if there
aretens or more sitesin a VPN.

Figure 2-26 Management Operations: Adding a Site to a VPN
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» With Cisco MPLS+BGP virtual private network services, configuration is very much simpler,
irrespective of the number of sitesin aVPN. There are three steps:

a. establish the link to the new site
b. configurethe link at the PE router (with R, and enabling a routing protocol or static address)
c. configurethe link at the customer site (enabling a routing protocol or default route).

BGP will then automatically distribute reachability information and |abel s for the new site and full
communication to the new VPN site will be established. This distribution requires no manual
configuration and will typically take a minute or less.
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In thisway, Cisco MPLS+BGP virtual private network services have extreme simplicity of
management built into the technology that runs the service itself.

Migrating MPLS into a Traditional ATM Network

MPLS can be deployed into a traditional ATM network gradually, starting with just a single pair of
ATM-LSRsin an otherwise purely ATM network. MPLS can be deployed across non-MPL S-capable
switches using VP connections through the traditional ATM switches.

These VP connections are called VP tunnels because they allow MPLS to “tunnel” through traditional
ATM switches. VP tunnels providefor easy migration to afull MPLSintegration, although they do have
several disadvantages. A possible migration strategy for introducing MPLS in an existing ATM
network is shown in Figure 2-27.

Figure 2-27 Topology (a) shows a starting position with routers connected by PV Ps through an
ATM cloud. This has most of the disadvantages of traditional 1P-over-ATM networks, notably poor
router peering scaling and poor bandwidth efficiency. However, it can support MPLS VPN
services.

Deploying some ATM-LSRs in the network as shown in Figure 2-27 Topology (b) and Topology
(c) improves scalahility: the number of PV Ps to each Edge L SR may be reduced to one (two if
dual-homed), and in some cases to zero, if an Edge LSR is adjacent to an ATM-LSR. ATM-LSRs
can be interconnected with ordinary ATM switchesin avariety of ways. Careful deployment of
ATM-LSRs and PV Ps can be used to make the PV P mesh more closely match the ATM link
topology and hence improve the bandwidth efficiency.

Because ATM-LSRs can also support traditional ATM services, ordinary ATM switches may be
phased out, leading to full deployment of ATM MPLS, as shown in Figure 2-27 Topology (d). The
use of PVPsis no longer required.

An alternative to using PVPs is to use PV Cs. These work only between with Edge L SRs, and not with
ATM-LSRs. In other words, the network of Figure 2-27 Topology (&) could use PV Csinstead of PVPs,
but none of the other networks in Figure 2-27 could use PV Cs.
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Figure 2-27 Migrating MPLS over a Traditional ATM Cloud
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Designing MPLS for ATM

This chapter detail s these steps in the process of designing an MPLS network:
« Structures for MPL S Networks
« Choosing Cisco MPL S Equipment for ATM
- Designing MPLS Networks
- Dimensioning An MPLS Network’s Links
- [P Routing in An MPLS Network
« Dimensioning MPLS Label VC Space
» Ongoing Network Design

Additional design steps are required for Class-of-Service, MPLS VPNs, traffic engineering, and other
I P services.

Structures for MPLS Networks

A typical structure for MPLS provider networks (carriers or ISPs) is shown in Figure 3-1. An MPLS
network consists of edgelabel switch routers (Edge L SRs) around a core of label switch routers (L SRs).
Customer sites are connected to the provider MPL S network. Figure 3-1 shows nine customer sites and
six Edge L SRs, but typically there are several hundred customer sites per Edge L SR.

The customer premises equipment (CPE) runsordinary | P forwarding and normally does not run MPLS.
If the CPE does run MPLS, it uses it independently from the provider. It isimportant to note that the
Edge L SRs are part of the provider network and are controlled by the provider. The Edge L SRs are
critical to network operation and are not intended to be CPE under any circumstances. The provider
might locate and manage routers at the customer sites but these should be running ordinary P outside
the MPL S network itself.
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Figure 3-1 Typical MPLS Network Structure
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For details on mixed MPL S and | P-over-ATM networks, see Chapter 2, “Integrating MPLS with IP and
ATM.”

Simple Packet-based MPLS

The simplest MPLS network structure is shown in Figure 3-2 Topology (a). This structure applies to
router-only networks that might use MPLS for supporting VPN services or |P Traffic Engineering. In
this structure, customer sites are connected directly to router-based Edge L SRs. The Edge LSRs are
connected to other LSRs that are also based on router platforms.

The routers are interconnected by virtually any sort of link: serial, Ethernet, packet-over-SONET, and
so on, and packets with MPL S headers. Theroutersinvolved could be 6400, 7200, 7500, or 12000 series
Gigabhit Switch Routers. Midrange routers (3600 and 4700 series) could be used in lower-bandwidth
applications.

In avariant of this structure, the point-to-point links between the routersare actually ATM PV Cs. These
may be used during migration to ATM MPLS.

ATM MPLS with Router-based Edge LSRs

The simplest ATM MPLS network structure is shown in Figure 3-2 Topology (b). Aswith the previous
case, customer sites are connected directly to router-based Edge L SRs, typically 6400, 7200, or 7500

seriesrouters. The Edge L SRs are connected by ATM linksto the core ATM LSRs. The ATM L SRs may
be BPX 8650 IP+ATM Switches, L S1010, 8500 M SR, and later other ATM switches such as the MGX
8800 with PXM-45.
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The ATM switches carry packets with ATM MPLS labels; this means that on each ATM link thereisa
different MPLS Label VC (LVC) for each label.

Mixed ATM and Packet-based MPLS

It is possible to mix ATM MPLS and packet-based MPLS on one network. A simple example of thisis
shown in Figure 3-2, Topology (c). In anetwork such as this, some links run packet-based MPLS, and
some links run ATM MPLS. The devices that interface between packet-based MPLS and ATM MPLS
are the same routers that act as ATM Edge L SRs: anything from a 3600 up to a 12000.

ATM MPLS with Separate Access Devices

ATM MPLS networks with router-based Edge L SRs may al so use separate access devices, as shown in
Figure 3-2 Topology (d). Thiswill occur when accessis required through a device that does not support
MPLS services. There are three common situations where thisis required:

« Accessis required to both IP services and ATM PV C services through an access device that does
not support MPLS. The most common example of thisisthe MGX 8220.

» The access device does not yet have software that supports MPLS.

- By means of aseparate access device, you can support higher densities of low-bandwidth access
lines than would be possible by simply using an Edge L SR.

Customer traffic is carried through the access device to the Edge L SR. Between the access device and
the Edge L SR, there is a different logical link for each customer. This may be a Frame Relay or ATM
PVC, or aPPP link.

ATM MPLS with Integrated IP+ATM Access Devices

The previous type of network can be simplified if the access device supports Edge L SR function aswell
as Frame Relay, ATM, or other access services. Thisis shown in Figure 3-2 Topology (b).

In the case of IP+ATM edge switches, a single device gives access to both MPLS services and PV C or
SVC services. IP+ATM edge switches include the BPX 8680, MGX 8850, and 6400 universal access
concentrator.
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Figure 3-2 Devices in MPLS Networks, Part One
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- P &S < E
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ATM MPLS Using Traditional ATM Switches

MPLS networks can use traditional ATM equipment as a migration step in introducing MPLS to an
existing ATM network. Traditional ATM switches can be used in three ways, as shown in Figure 3-3

Topology (f).

- Backhauling, when the access device is remote from the Edge L SR. The access deviceis connected
to the Edge L SR by PV Cs switched through an ATM network.

- Tunnelling through ATM switches between an Edge L SR and an ATM LSR. In the case, the Edge
L SR does not need to be adjacent to an ATM L SR, but can be connected through an ATM network.

Cisco MPLS Controller Software Configuration Guide

Release 9.3.10, Part Number 78-11658-01 Rev. BO, August 2000 |



| Chapter3 Designing MPLS for ATM

Structures for MPLS Networks 1l

« Tunelling through ATM switches between ATM LSRs. In this case, the core network uses
traditional ATM switches aswell as ATM switches.

These uses of traditional ATM equipment have disadvantages and must be used with care.

Dual Backbones

Providers may want to keep an existing ATM infrastructure while building anew MPL S infrastructure
(either ATM MPLS or packet-based MPLS) alongside the old infrastructure. Cisco IP+ATM edge
devices support thiswell, allowing customersto access both the MPL S network and services, along with
the old ATM network, even from a single access link. This is shown in Figure 3-3 Topology (g).

The IP+ATM access devices can be any of those that can be used in Figure 3-3 Topology (€). The
network in Figure 3-3 Topology (g) supports the same functions and services as Figure 3-3 Topol ogy
(e), but the Topology (g) network requires more equipment.

Figure 3-3  Devices in MPLS Networks, Part Two
Access + Access +
Function: CPE MPLS Edge ATM Label Switching MPLS Edge CPE
Device: IP+ATM Edge ATM Label Switch Routers IP+ATM Edge
Switch Switch
(e) ATM MPLS with Integrated ATM Edge Device
ATM MPLS ATM Label ATM Label
Function:CPE | Access |Backhaul| Edge [Tunnelling Switching [Tunnelling| Switching |[ATM MPLS| Access | CPE
Edge

& B0

el

__ __

Device: Access Switch ATM ATM Edge ATM ATMLSR ATM ATM LSR ATM Edge Access Switch
or Concentrator Switch LSR Switch Switch LSR or Concentrator
@ATM MPLS with Backhaul and Tunnelling
MPLS (ATM or packet based)
Access + Access +
Function: CPE MPLS Edge MPLS Edge CPE
g Label Switch Routers _g
Tradltlonal ATM
g gl
Device: IP+ATM Edge IP+ATM Edge
witch witch
ATM ATM ©
@ Dual Backbones Switch Switch 3

Also see: Dual Backbones: Traditional ATM and ATM MPS or Packet-over-SONET, page 2-23.
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Choosing Cisco MPLS Equipment for ATM

Choosing ATM MPLS Edge Equipment

There are four main considerations when choosing ATM MPLS edge equipment:

1.

Type of services to be offered: IP+ATM, that is, end-to-end PV C and SV C services as well as|P
services, or just 1P

Type of access lines
Number of access lines
Requirements for redundancy and reliability. Key issues are:

— Whether the equipment can minimize (warm standby) or completely prevent (hot standby)
disruption to dataflow in the case of software or hardware failure. Hot standby means zero or
almost zero (under 1 second) interruption to end-to-end data flows in the case of equipment
failure, with no rerouting beyond the failed equipment.

— Whether individual components, such as port cards can be hot-swapped.

Redundancy levels for MPLS edge devices can be classified as:

None
The edge device has no redundancy features. The network must rely on rerouting for reliability.
Customer sites must be dual-homed to two different access devices to ensure reliable service.

Processor redundancy

The edge device has a redundant pair of processors and backplanes with warm or hot standby.
Because port cards are not in redundant pairs, the network must still rely on rerouting for reliability.
Customer sites must still be dual-homed to ensure reliable service in case of port card failure, but
they may be dual-homed to two different cards on the same access device.

Full redundancy
The edge device has redundant processors and port cards. Customer sites will receive reliable
service from the edge equipment even if they are single-homed.

Equi pment recommendations based on these requirements are shown in Table 3-1. Cisco will support
MPLS on most or all mid-range and high-end routers, most ATM switches, and most access products
with routing capability.
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Table 3-1 Choosing MPLS Edge Equipment for ATM MPLS Networks
Type of Redundancy

Equipment Services |Access Lines Support Comments

3600 router IP only Relatively small numbers of async, modem, |None Small number of LV Cs
serial/Frame Relay, 10 Mbps Ethernet, ISDN supported on ATM cards will
BRI & PRI, HSSI, E1/T1 serial, Fast lead to limitations on MPLS
Ethernet, OC-3/STM-1 ATM, voice network size. Not
interfaces, and others. recommended for provider

ATM MPLS networks.

4700 router IP only Relatively small numbers of serial/Frame None Small number of LVCs
Relay, 10 Mbps Ethernet, ISDN BRI, EZ/T1 supported on ATM cards will
serial, Fast Ethernet, E3, T3 or OC-3/STM-1 lead to limitations on MPLS
ATM, and others. network size. Not

recommended for provider
ATM MPLS networks.

7200 router IP only Serial/Frame Relay up to E1/T1, 10 Mbps None Minimum recommended for
Ethernet and Fast Ethernet, ISDN BRI, HSSI, provider networks.
high-speed serial, E3, T3 or OC-3/STM-1 PA-A2 CES-ATM port
ATM, packet-over-SONET/SDH and others. adaptors do not currently

support MPLS.

7505, 7507, IP only Serial/Frame Relay or ISDN up to E1/T1, Warm-Standby

7513, or 7576 10 Mbps Ethernet, Fast Ethernet, and Gigabit |Processor

router Ethernet, HSSI, high-speed serial, ATM, Redundancy
packet-over-SONET/SDH and others. with dual

RSPs.

12008/12012 |IP only POSIPand ATM at OC-3to OC-48rates, and |Warm-Standby |Suitable for high-speed

Gigabit Ethernet. Processor peerings between providers.
Redundanc

& y
Note  Thehighest ATM bandwidth density

supported by the 12000 series port

cardsis 1 x OC-12 per slot. Since all

trafficinan ATM Edge L SR must go

through an ATM interface into the

ATM MPLS network, this relatively

low ATM bandwidth density of the

12000 limits its capacity as an ATM

Edge LSR.

Catalyst 5500 |IP+ATM |10 Mbps and Fast Ethernet, E3, T3, None The Cat 5500 is primarily a

with Route OC-3/STM-1 and OC-12/STM-4 ATM, and LAN switch, but also has

Switch others. limited Edge L SR capability.

Modules

The Cat 5500 may be
connected only to an ATM
MPLS network by tunnelling.
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Table 3-1 Choosing MPLS Edge Equipment for ATM MPLS Networks (continued)
Type of Redundancy
Equipment Services |Access Lines Support Comments
6400 IP+ATM |ATM at E3/T3to STM-4 rates, also Ethernet |Warm-Standby |MPLS support is not yet
and Fast Ethernet. Processor shipping.
Redundancy
MGX 8850 IP+ ATM |High numbers of 56K/64K Frame Relay, Full At FCS, the MGX 8800 will
T1/E1 Frame Relay, channelized, and ATM, |Warm-to-Hot |have hot-standby1:N
and higher-speed Frame Relay, serial and Standby. redundancy capability for
channelized T3. customer access lines, hot
standby control for PVCs and
hot-standby trunks. 1:N warm
standby redundancy for RPMs
is scheduled for release in
CY 2000,
BPX 8650 IP+ ATM |High numbers of 56K/64K Frame Relay, Excellent (See BPX 8680.)
T1/E1 Frame Relay, channelized, and ATM, |redundancy in
ATM at E3/T3 to STM-4 rates, and others.  |general, but
thereisasingle
point of failure
for Edge LSR
function.
BPX 8680 IP+ ATM |High numbers of 56K/64K Frame Relay, Full BXM trunk cards must be
T1/E1 ATM, Frame Relay and channelized. |Warm-to-Hot |used. BXM cardsarerequired.
Also ATM at E3/T3 to STM-4 rates, and Standby (but MPLSisnot supported on BNI
others. Extra 6400, 7200, or 7500 routers (or |with FCS cards, except if the BNI cards
“label switch controller” packages) may be |limitations). are used as Feeder Trunks.

required to act asEdge L SRs. E3/T3 or faster
ATM accesslines are used. If IP serviceisto
be supported for large numbers of ATM links
at T3/E3 rates and above, it ismore
cost-effective to use separate stand-alone
routers.

BCC cards must be BCC3-64
or later. BCC4 cards are
strongly recommended.

The BPX 8680 can include up
to 16 MGX 8850 shelves, with
redundancy features as
described above. Full
redundancy for the combined
device relies on redundancy
for the label switch controller
for the BPX 8600 shelf. A
redundant configuration using
two simultaneously active
controllersis supported in
BPX software release 9.3.

There are some practical issuesto bear in mind when examining the product specifications for products
to be used as ATM Edge LSRs:

» When considering the number of access lines supported, take into account the card slots used by
the ATM MPLS interfaces.
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For example, a Cisco 7206 router has 6 card slots, and can nominally support 48 Ethernet ports (or
8 per slot). However, when using the Cisco 7206 router asan ATM Edge L SR, at | east one slot must
be used for an ATM interface. So, the actual Ethernet port capacity of a Cisco 7206 ATM Edge L SR
is 40 Ethernet ports.

(See http://www.cisco.com/warp/public/cc/cisco/mkt/core/7200/prodlit/c7200_ds.htm)

Some Edge L SRs use card slots for cards performing the Edge L SR function. These must be
considered.

For example, the Cisco 6400 Universal Access Concentrator has 8 card slots, but when it acts asan
Edge L SR, at least one of these slots must be used for a Node Route Processor card, and not aline
card. (See http://www.cisco.com/warp/public/cc/cisco/mkt/access/dslaggr/prodlit/6400_ds.htm)

Some Edge L SRs can deal with athroughput of MPLS traffic that varies with the number of
processing cards.

For example, the Node Route Processor (NRP) card in aCisco 6400 Universal Access Concentrator
can handle roughly 150 Mbps full-duplex of MPLS edge traffic. Assuming atypical activity
fraction of 25 percent, a Cisco 6400 with one NRP can handle four OC-3/STM-1 access lines;
whereas a Cisco 6400 with two NRPs can handle eight OC-3/STM-1 lines.

The number of slotstaken by processor cards a so must be considered when cal cul ating the number
of access lines supported for any particular configuration.

Choosing ATM Label Switch Routers

Note

There are five main considerations when choosing ATM LSRs:

Type of trunks

Number of trunks

Number of connections supported

Whether VC Mergeisrequired
Requirements for redundancy and reliability

Equipment recommendations based on these requirements are shown in Table 3-2. MPLS will be
supported on most ATM switches. Consequently, more ATM L SRswill become availablein the future.
In addition, any traditional ATM switch can be used in a Cisco MPL S network if tunnelling is used,
subject to significant limitations.

If redundant pairs of trunks are used, the number of trunks supported will be half the
numbers shown.
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Table 3-2  Choosing ATM LSRs

Number of
Type and Number of  |Connections VC Merge |Redundancy

Equipment  |ATM Trunks Supported Supported |Support Comments

MGX 8850 |4xOC-3/STM1 8K. No Full Warm-to-Hot | The MGX 8850 is

with PXM1 16K full-duplex Standby intended primarily to be
connection legs are an Edge L SR, but will also
supported on the has limited ATM LSR
PXM card of the capability. This capability
MGX 8850. If both will not be available until
legs of all latein CY 2000.
connections are on
the PXM card, then
8K connections are
supported.

LS1010 32 x T1/E1 with 64K Yes None

Inverse Multiplexing

over ATM (IMA), 32

X T3/ES, 32 X

OC-3/STM-1, 8 x

OC-12/STM-4

6400 16 x T3/E3, 16 x 64K Yes Warm-Standby ATM L SR support on this
OC-3/ATM-1, Processor switch is not yet shipping.
8x OC-12/STM-4 Redundancy

BPX 8650 144 x T3/E3, 96 x 192K VC Merge |Someredundancy |All MPLS interfaces must

OC-3/STM-1, is featuresat FCS, full |be on BXM cards.

24 x OC-12/STM-4 ;upported redurldancy is BCC cards must be
inBPX | possible later. BCC3-64 or later. BCC4
g‘g;";’ie cards are strongly
9.3, with recommended.

Enhanced The BPX 8650 has
BXM supports hot standby
cards. trunks and switching

fabrics. Full redundancy
relies on redundancy for
the label switch controller
for the BPX 8600 shelf. A
redundant configuration
using two simultaneously
active controllersis
supported in BPX
Software Release 9.3.
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Table 3-2  Choosing ATM LSRs (continued)
Number of
Type and Number of  |Connections VC Merge |Redundancy
Equipment  |ATM Trunks Supported Supported |Support Comments
8540 MSR |64 x TL/E1lwithIMA, |256K Yes Warm-Standby Some trunk cards are not
64 x T3/E3, Processor yet shipping.
64 x OC-3/STM-1, 32 Redundancy
x OC-12/STM-4,
8 x OC-48/STM-16
MGX 8800 192 x T3/E3, 144 x 384K Yes Full Warm-to-Hot |PXM-45 cards are not yet
with OC-3/STM-1, Standby shipping
PXM-45 48 x OC-12/STM-4,
card(s) 12 x OC-48/STM-16

Label Switch Routers Not Based on ATM Switches

L SRs other than ATM switches may be also be used. In particular, the following routers may be used
asLSRs:

« 3600 and 4700 series routers (low-bandwidth applications only)
- 6400, 7200, and 7500 series routers
» 12000 series Gigabit Switch Routers

Using these routers, MPLS may be supported over virtually any link type: ATM, packet-over-SONET,
Ethernet, and so on. Router-based L SRs do not support native ATM virtual circuit connections, and all
except the 12000 series have relatively low capacity compared to Cisco ATM LSRs.

Designing MPLS Networks

The goal of designing an MPL S network prior to installation is to produce a network that will operate
reliably and optimally. Because of the inherently connectionless nature of 1P traffic, customers will not
be able to tell a carrier exactly which traffic they want to send where. Because of this, it is not possible
to perfectly design a network ahead of time.

This section considers these initial design steps result in aworking network:
Design Points of Presence.

Dimension backbone links in the network.

Design | P routing.

Dimension MPLS Label VC space.

Refine the design once the network is operational. This final design step is an ongoing process of
optimizing the network design.

o~ w0 o
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Points of Presence Structures

The design of Points of Presence (PoP) for an ATM MPLS network is constrained by:
- Thechoice of access line types and equipment for a network.
« Location of PoPs, which islargely determined by where the cities are.
- The population of user sites surrounding each location.

Some typica PoP designs are shown in Figure 3-4.

Single ATM Edge LSR

Where a single Edge L SR device is sufficient for supporting the number and types of accesslinesin a
Point of Presence (PoP) location, then the simple structure shown in Figure 3-4 Topology (@) is
sufficient. Numerous access lines (typically tens or hundreds) are brought into a single Edge L SR,
which is connected to therest of the ATM MPLS network. Numbers and types of access lines supported
by single Edge L SRs are described in Table 3-1.

Multiple Edge LSRs and An ATM LSR

A PoP may require more than one Edge L SR because of a large number of access lines to be supported
at that location. Alternatively, different types of Edge L SR might berequired because of different types
of access lines to be supported. Where there are several Edge LSRs in a PoP, it makes sense to also
include an ATM LSR. Thisis shown in Figure 3-4 Topology (b).

The ATM LSR:
» Localy switches traffic going between different Edge L SRs in the PoP.

» Concentrates traffic going from the PoP onto a single set of ATM MPLS links. The alternative

would be either separate sets of links to all Edge L SRs, or using one Edge L SR to carry traffic to
the others.

» Improves scalability of routing. Only one set of IP routing protocol (such as OSPF) peerings are
required from the ATM L SR to other pointsin the MPL S network. Without the ATM L SR, separate
peerings would be required from all Edge L SRs.

Depending on reliability requirements, redundant pairs of links would be used between the Edge L SRs
and the ATM LSR.
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Edge LSR PoP with BPX 8650 and MGX 8220 Access Concentrators

An extension to the previous model is to use traditional access concentrators in addition to Edge LSRs
and an ATM L SRs. Circumstances where thisis appropriate are discussed in “ Structures for MPLS
Networks” on page 1.

One example of thistype of PoP uses MGX 8220 access shelves, 6400, 7200, or 7500 Edge L SRs, and
BPX 8650. Thisis shown in Figure 3-4 Topology (c). IP traffic from access concentratorsis carried in
ATM PV Csto a Edge L SRs. These may be carried through the same BPX 8650 that acts as an ATM

L SR because this is an IP+ATM switch.

Edge LSRs in such a PoP may have three different types of configuration:

- Typicaly, one or more Edge L SRs will be dedicated to dealing with IP traffic on the edge PV Cs.
Router X in Figure 3-4 Topology (c) has this configuration. It must have at least two ATM
interfaces: one for access PV Cs (from the access concentrator) and one for ATM MPLS traffic.

« AnEdge L SR dealing with access PV Cs may also have customer access lines directly terminating
on it. Router Z in Figure 3-4 Topology (c) does this.

» There may also be Edge L SRs in the PoP that do not handle access PV Cs at al, and have only
directly-connected access lines. Router Y has this configuration.

Note that the label switch controller (LSC) in the BPX 8650 can act as an Edge L SR simultaneously
while performing its LSC function. However, use of an L SC as an Edge L SR is not recommended for
providers who consider the separation of MPL S control functions from data forwarding functions to be
important. As an Edge L SR, an LSC can perform any of the three functions discussed above.

The number of Edge L SRs required in the PoP depends on:
» Thetotal number of access lines

» Thetotal bandwidth of the accesslines, calculated from the average utilization. For example, if the
sum of the access lines bandwidths were 1 Gbps, the utilization might not exceed 500 Mbps.

The capacity of a 6400, 7200, or 7500 router running MPLS edge functions is roughly the same as its
ordinary | P capacity using Cisco Enhanced Forwarding (CEF). For example, a 7200 router with an NPE
200 processor can support close to 200 Mbps of MPL S edge traffic at normal |P packet sizes.

If additional edge functions such as CAR and WRED are used, then performance may be affected. In

these circumstances, the performance of the routers should be verified for the particular combination of
featuresto be used. Note al so that voice-over-1 P packets are very short and will have significantly lower
throughput than indicated here.

Cisco 6400 and MGX 8850 Edge LSRs

The MGX 8850 and Cisco 6400 integrate the functions described in the previous exampleinto asingle
device, illustrated in Figure 3-4 Topology (d). It consists of:

» A multiservice access concentrator with various types of Frame Relay and ATM access lines, as
well ascircuit emulation lines. Voice access capability and other types of accesslines will be added
later.

» One or more Edge L SRs. Each Edge L SR is a route processor module (RPM) card in the case of
the MGX 8850, or a node route processor (NRP) card in the case of the 6400. The number of RPMs
or NRPs required to act as Edge L SRs depends on:

— Thetotal number of access lines
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— Thetotal bandwidth of the access lines, downrated according to the utilization. For example,
if the sum of the access lines bandwidth were 1 Gbps, the utilization might not exceed
500 Mbps.

« An RPM with an NPE150 processor that can support MPLS edge function for 700 access lines. It
will support close to 150 Mbps of MPLS edge traffic, at normal IP packet sizes. Again, the
performance should be verified with the particular combination of edge functions to be used in
addition to MPL S edge function.

« The NRP capabilities are similar to those of the RPM.

e AnATM LSR. In the MGX 8850, one of the RPM cards acts as a label switch controller. It may
perform both L SC function and Edge L SR function simultaneously, if desired. Use of an RPM for
simultaneous L SC and Edge L SR is hot recommended for providerswho consider the separation of
MPLS control functions from data forwarding functions to be important. In the Cisco 6400, the
main Node Switch Processor also acts an LSC.

The 6400 and MGX 8850 also have IP+ATM capability.

Stand-Alone ATM LSR s

Some sites in a network may have a pure switching role. In an ATM MPLS network, these sites will
consist of asingle ATM LSR, asshown in Figure 3-4 Topology (e), or possibly aredundant pair of ATM
LSRs. The ATM LSR would typically be a BPX 8650.

In some networks, it may make sense to use a router-based L SR instead, as shown in Figure 3-4
Topology (f). A 7500 or 12000 series router may be suitable for this application. Core L SRs usually
have Edge L SR capability aswell. For example, the BPX 8650 has limited Edge L SR capability as part
of itslabel switch controller.

Dimensioning An MPLS Network’s Links

This section is a guideline to dimensioning the links in a small MPLS network, but it is not the only
way of doing this. Different providers will have their own unique procedures for designing and running
networks, but they all will be similar to this.

It is not the purpose of initial design to produce a perfect network. Several approximations are made in
this process leading to a network that works but is not necessarily optimal. The last step in the design
process is to optimize the network, discussed in the “Ongoing Network Design” section on page 3-42.

Asan illustrative example, see Figure 3-5, which is a large network distributed across Australia.
1. Design edge points of presence and their layout.

Thefirst step in MPLS network design is to choose the size, type, and layout of the points of
presence according to the considerations described above.

The edge PoPs shown in Figure 3-5 Topology (a) are chosen based on the estimated customer link
demand shown in Figure 3-5 Topology (b). BPX 8600-based Edge L SR PoPs (which consist of
several MGX 8800 shelves and a BPX 8650 for aggregation) are used in Sydney and Melbourne,
which have the largest link bandwidths and number of linksin thisexample. An MGX 8800 is used
in Brisbane. Adelaide and Perth are smaller centersthat can be adequately served by router-based
PoPs.
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2.

Estimate traffic from each point of presence.

Based on the total access line bandwidths, an estimate on the total traffic sent from customersinto
each PoP can be made. A busy-period estimate should be used, such as of the rate during the busiest
minute of the day. Thisis to ensure adequate dimensioning.

A conservative estimate would be the total of the access line bandwidths at the PoP, asin Figure 3-5
Topology (b). However it will often be reasonable to take a somewhat lower estimate, such as 50
percent of the total access bandwidth, as shown in Figure 3-6 Topology (c)

Estimate the traffic matrix.

The exact process for this step will vary from network to network. In Australia, for example, the
two main business centers are Sydney and Melbourne, with Sydney being slightly larger. In alarge
MPLS network for interstate business | P traffic, a reasonable first approximation may be that 50
percent of traffic will go to Sydney, 40 percent to Melbourne, 5 percent to Brisbane, and 2.5 percent
to Adelaide and Perth respectively.

An existing service provider would probably already have estimates for traffic patterns for their
region. Based on the estimated traffic distribution percentages and the total PoP traffic from Step 2,
atraffic matrix can be estimated. The traffic matrix for this example isin Table 3-3.

In atypical network, this matrix will be very roughly symmetrical. For example, in Table 3-3, the
traffic from Sydney to Adelaideis 12.5 Mbps, but the traffic from Adelaide to Sydney is 25 Mbps.
If the traffic were more asymmetrical than about 2:1 or 3:1, then there might be an error in traffic
estimates or modeling.

Estimate bidirectional traffic flows.

In 1P networks, traffic from x to y will often flows al ong the same path (but in the reverse direction)
as traffic from y to x. Although this can be overridden by numerous routing protocol features, it
may be useful to assume that this will happen, particularly in small networks. Because of this, it
may be easier to use bidirectional traffic flows rather than unidirectional flowsinaninitial network
design.
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Figure 3-5 Sample Network in Australia: POP and Total Access Topologies
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Table 3-3  Network Example: Unidirectional Traffic Matrix

Traffic Source
Traffic Distribution
Destination Percentage |Adelaide |Brisbhane |Melbourne |Perth Sydney
Adelaide 2.5% 1.25 2.5 10 1.25 12.5
Brisbane 5% 25 5 20 25 25
Melbourne 40% 20 40 160 20 200
Perth 2.5% 1.25 2.5 10 1.25 12.5
Sydney 50% 25 50 200 25 250
Total 100% 50 Mbps |100 Mbps |400 Mbps |50 Mbps 500 Mbps

The estimated bidirectional flows for the sample network are shown in Table 3-4. The bidirectional
traffic bandwidth between Adelaide and Sydney, for example, is taken to be 25 Mbps, which isthe
maximum of the unidirectional bandwidth from Sydney to Adelaide (12.5 Mbps) and the bandwidth
from Adelaide to Sydney (25 Mbps). Forming bidirectional flows in this way will tend to slightly
overestimate the traffic in the network. Thisis useful as a conservative first approximation.

Table 3-4 Network Example: Approximate Bidirectional Traffic Flows
Adelaide |Brisbane |Melbourne |Perth Sydney

Adelaide 1.25

Brisbane 25 5

Melbourne 20 40 160

Perth 1.25 25 20 1.25

Sydney 25 50 200 25 250

5. Design the layout of the backbone network.
The layout of the backbone will involve consideration of:
— Geographic layout, that is, good locations for nodes
— Network-level redundancy, that is, having multiple paths to each destination
— Redundancy of trunks

The network layout chosen in this example is shown in Figure 3-6 Topology (d). Many layouts are
possible. The one chosen consists of a combination of a partial ring, linking adjacent nodes at the
outside of the network, and a star, connecting nodes back to an extra ATM LSR in the core of the
network. This provides agood degree of network-level redundancy, with at | east two paths between
each pair of nodes.

The extra ATM LSR node is placed in Bourke, a town roughly equidistant from four of the five
customer PoPs. With a good degree of network-level redundancy, it is not essential to have
redundant trunks, because it is possible to reroute MPLS Label VCs.

l_ Cisco MPLS Controller Software Configuration Guide
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In traditional connection-oriented networks, rerouting of virtual circuitsis alast resort to be used
only when all other redundancy mechanisms have failed. This is because it inevitably involves
disruption of customer traffic for many seconds or minutesasall circuits are rerouted. In traditional
IP networks, rerouting is a much less severe issue, as packet flows can be switched from one link
to another almost instantaneously, once the IP routing protocol has converged.

MPLS networks lie between theses two extremes. Rerouting in MPLS networks is particularly
feasibleif VC Mergeisused, for two reasons: VC merge reduces the number of V Cswhich are used
in the network and it reduces the scope of changes required in connections when rerouting does
occur.

In this example, most trunks are chosen to be non-redundant for economy. A redundant pair of
trunksis used for the link which is expected to have the heaviest utilization, namely between
Sydney and Melbourne.

Estimate link flows based on the estimated traffic.

Thisinvolves calculating the paths taken by traffic through the network backbone. With I P routing
protocols such as OSPF, thisis a straightforward procedure because the I P traffic will follow the
minimum-hop path unless administrative costs are used. Where there are two or more
minimum-hop paths, the traffic will be approximately balanced across them.

The process of calculation of link flowsfor the traffic in Table 3-4 is shown in Figure 3-7 (a), and
the totalsin Figure 3-7 (b)

Assign link capacities.

Based on the estimated link flows, link capacities can be assigned to the linksin the network. This
would generally involve choosing the next standard link size (T3/E3, STM-1, and so on) larger than
the link flows just calculated. Thisisillustrated in Figure 3-6 (c).

8. Adjust for redundancy.
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Figure 3-6  Sample Network in Australia
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Where redundant trunks are not used, and the network relies on rerouting for reliability, it may be
necessary to adjust link bandwidths to ensure that there is sufficient capacity to deal with link
failures.
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For example, if the link labelled “r” in Figure 3-7 Topology (c) fails, then links “s” and “t” will
need to carry some or all of itstraffic. Theload on these links would then exceed E3 rates, therefore
an STM-1 link (or multiple E3 links) would be required for each of links “s” and “t.”

Wy Wy

Similarly, if link “u” failed, then link “v” would require more than E3 capacity. Also, if link “y
failed then the offered load for “w” would exceed E3. So, the final allocation of link bandwidthsis
as shown in Figure 3-7 Topology (d).

Check whether the selected equipment is adequate.

Thisinvolves checking in Table 3-1 and Table 3-2 to see whether the selected PoP equipment can
support the number and size of links chosen in the network design. The network in this case would
pass this check.

Assume the M elbourne PoP had used an MGX 8850 instead of aBPX 8680. This PoP needstwo STM-4
links and two STM-1 links, which isnot yet supported on an MGX 8850. So, in this case, the PoP would
need to be redesigned by using a BPX 8680 instead of an MGX 8850.

Note that any such redesigns, if required, are a relatively minor issue. Many different types of Cisco
equipment can be used in ATM MPLS PoPs, and it will usually be found that a PoP can be built to meet
the requirements of one location, simply by using combinations of equipment used at other locations.
A BPX 8680, for example, combines several MGX 8850 shelves.
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Figure 3-7  Network Design Example: Calculating Link Bandwidths
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Redundant Pairs of ATM Links

There are three main ways of achieving change-over for aredundant pair of ATM links:

1.

Data link-level change-over

Thisisthe normal link redundancy mechanism in traditional ATM networks. Change-over occurs
because of physical and Data Link monitoring in the ATM switch or ATM LSR hardware. The
switch hardware also typically sets up a copy of all virtual circuit state on the backup link. In a
switch with data link-level redundancy, any single link failure will typically result in close to zero
dataloss on any virtual circuits.

In addition, the network layers and routing (1P or PNNI, and so on) will not be affected by the link
failure, or even be aware that it has occurred. However with data link redundancy, the backup link
is not available to carry data except in the case of failure of the main link.

Depending on how it isimplemented, SONET Automatic Protection Switching (APS) may be a
form of datalink redundancy. On the MGX 8850 and BPX 8650, SONET APS change-overs result
in no change to the interfaces as seen by connection routing and no loss of connection state.

Inverse multiplexing over ATM (IMA)

IMA carries distributes data over a group of links by distributing cells across the links in
round-robin fashion. It offers both data-link level load sharing across links, and redundancy. If one
of the linksin agroup fails, cells are no longer sent on that one link, but the others are still used.
IMA isavailable only for low-speed links—groups of T1 or E1 links.

Parallel linkswith network-layer change-over

In this case, aredundant pair of trunksis used, but data-link layer protection is not used at all, and
all connection change-over takes place at the network layer. P or PNNI routing is aware of all link
failures and reacts to them.

Thisis not particularly good for connection-oriented traffic, but works well with IP routing and
MPLS. With OSPF equal-cost-multipath or similar, OSPF will choose to balance traffic for every
route across both links in a pair of links. This causes a pair of MPLS Label LV Csto be set up for
each destination, one per link. If one of the linksfails, IP routing will simply divert traffic onto the
other, already-established, LVCs. If VC merge is used, thiswill require no more MPLS signaling,
and could be achieved in one second or so.

The advantage of this method is that it alows the bandwidth in the backup trunk to be used,
allowing more best-effort traffic to be carried in the network. SONET APS change-overs, as
implemented on the non-MSSBU Cisco equipment, are aform of parallel link redundancy, but
without the capability of equal-cost multipath to set up back-up links.

Where aredundant link is required, recommendations for use of these modes are:

[P+ATM networks
These should use Inverse Multiplexing for redundancy for low-speed trunks, and otherwise use
Data Link redundancy. This avoids costly reroutes of the connection-oriented traffic.

Pure ATM MPLS networks

These should use Inverse Multiplexing for redundancy for low-speed trunks. Otherwise, if the
network uses VC merge, parallel links with network-layer change-over should be used, in order to
make the full network capacity available for use. Finaly, if VC mergeis not available, Data Link
redundancy should be used.
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IP Routing in An MPLS Network

MPLS uses ordinary 1P routing protocols—OSPF, 1S-1S, and so on—to determine the routes for IP
trafficand LV Cs. Every L SR runs ordinary I P routing protocolsin the same way that ordinary 1P routers
do.

An important implication of this isthat OSPF (or 1S-1S, and so on) “sees” an MPLS network as being
exactly like an ordinary router network. It is possible to have various viewpoints of an ATM MPLS
network:

« Physical viewpoint
This viewpoint represents the physical devices and links in a network. An example is shown in
Figure 3-8 Topology (a).

Figure 3-8  Viewpoints of An ATM MPLS Network
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- Functional viewpoint
Where aproduct has several functions, these can be shown separately. For example, the M GX 8850s
in each include two separate Edge L SRs, which are shown separately in Figure 3-8. In addition, it
isuseful to think of the PV C switching function of an MGX 8850 to be separate from the MPLS
switching function. It is sometimes useful to consider the label switch controller (LSC) functionin
an ATM L SR as being separate from the switching function. Thisis particularly true if the LSC is
also acting as an Edge L SR.

- Routing viewpoint
This viewpoint shows the network as it is seen by an I P routing protocol. An example of deriving
it is shown in Figure 3-9 Topologies (a) and (b).

— Layer 2 PVC switches and PV C switching functions are invisible to IP routing. If a customer
siteis connected to arouter by a PV C, then the PV C is a one-hop direct connection from an | P
routing perspective. See for examplethesiteslabelled “ &’ Figure 3-9 (a), and assume that these
are connected by PVCsto Edge LSR “y.” Then, in the routing viewpoint, the sites are directly
adjacent to router “y.”

— A label switch controller and a switch together form a single routing node.

Using these rules, the routing viewpoint of an MPL S network can be derived. Thisis shown in
Figure 3-9 Topology (b).

Designing IP routing in an MPL S network is ailmost exactly the same process as designing | P routing
for an ordinary IP network. By looking at the routing viewpoint, a network can be divided into areas,
route summarization can be designed, and so on.

Thereare several design guidesfor I P routing on http://wwwin-cons.cisco.com/~dblack/design-guides/.
Cisco training partners provide a number of courses on IP routing design, and your Cisco account or
Jumpstart team will be able to provide other assistance. Also, see the book “Internet Routing
Architectures,” mentioned in the Introduction. A few routing issues specific to MPLS networks are
considered in the next section.
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Figure 3-9  Routing Viewpoints in An ATM MPLS Network
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MPLS-Specific IP Routing Issues

- Theinterior routing protocol used in MPLS backbones should be either OSPF or I1S-IS. 1S-ISis
currently supported on most Cisco MPL S equipment, but not on the LS1010 and 8540 M SR. EIGRP
can also be used, but it will not work with an advanced MPL S-based IP traffic engineering feature
called Routing with Resource Reservations (RRR). RRR requires a link-state routing protocol, that
isOSPF or | S-1S. (Both the OSPF and 1S-1S Working Groups at the IETF are working on extensions
to support IP Traffic Engineering, and these capabilities will be used by RRR.) Because EIGRP is
a distance-vector routing protocol, it will not work with RRR. IGRP or RIP also will work with
MPLS but not RRR, and are not recommended. Note that RRR is sometimes referred to loosely as
“MPLS Traffic Engineering,” but is actually a specific type of MPLS traffic engineering.

» Useunnumbered IP links where possible. This reduces the number of IP destinations known to
the routers, and hence reduces the number of LV Cs used in the network. Thisis also discussed
under “Dimensioning MPLS Label VC Space” section on page 3-29.

» Route summarization must not be done at an ATM LSR. Multiple OSPF or |S-1S areas can be used
inan ATM MPLS network, as shown in Figure 3-10. An ATM LSR may be used an OSPF or IS-1S
AreaBorder Router (ABR), but only if no summarization is done at the Area Border routers. In
Figure 3-10 Topology (c), this means that the address prefixes known in all the areas must be the
same. An ABR in Figure 3-10 Topology (c) may not, for example, summarize reachability for
1.1.1.0/24,1.1.2.0/24 and 1.1.3.0/24 with a single route for 1.1.0.0./16. If route summarization is
requiredinan ATM MPL S network, it must be done at an ATM Edge L SR, as shown in Figure 3-10
Topology (b).

- Thepreviousrule also appliesto Autonomous Systemsand BGP 4. An ATM L SR may not beaBGP
Autonomous System Boundary Router, but an ATM Edge LSR may.

- Routing with Resource Reservations (RRR) works best in backbones which contain a single OSPF
or IS-IS Area. RRR may be not be used in multiple area networks where the Area Border Routes
are ATM LSRs. Thisrestriction will be eased in a later version of RRR.

- Itiscurrently impossibleto use RRR or TE in anetwork where the ABRs are ATM LSRs. A future
RRR release will allow TE/RRR tunnelsto passthrough Area Border Routers, enabling RRR to be
used in networks where the ABRs are ATM LSRs.

» Route summarization may not be donein the interior of an MPLS VPN network. The interior of a
MPLS network supporting VPNs may have multiple OSPF or IS-1S areas, but summarization
should not be used.

The restrictions on summarization exist because summarization stops some types of |abel-switched
paths being set up end-to-end.

For example, assume that an ABR summarizes reachability for 1.1.1.0/24, 1.1.2.0/24 and 1.1.3.0/24
with asingleroutefor 1.1.0.0/16. Now assume that a packet with | P address 1.1.1.23 arrives with al abel
for 1.1.0.0/16. The ABR cannot label-switch the packet. It must |ook past the label and examine the IP
address to find that the packet should go onto 1.1.1.0/24.

Because ATM L SRs cannot examine | P addresses, they may not do | P route summarization. Some ATM
L SRs, such as the BPX 8650, have a limited ability to examine | P addresses by sending the packets to
the Edge L SR function in their label switch controller. However this can be done only for a small
minority of the traffic flowing through the ATM LSR.
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Figure 3-10 Multiple Routing Areas and Summarization in An ATM MPLS Network
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Dimensioning MPLS Label VC Space

This chapter has shown how many of the issues of designing MPL S networks are similar to those of
designing ordinary I P networks. One important exception to this is the dimensioning of MPLSLVC
requirements on each link. This design problem isillustrated in Figure 3-11.

In order to complete the design of an ATM MPL S network, a sufficient number of V Cs must be reserved
for useas LV Cson each link. This can be a problem because any ATM switch can support only acertain
number of active VCs. Thisisparticularly important if there are multiple ATM services—MPLS, PNNI,
and so on—sharing the resources of the linksin an IP+ATM network.

The design problem is to determine the number of LV Cs required.

Figure 3-11 Label VC Requirements

How many MPLS LVCs do |
need to allow on each link? %/

w
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The regquired number of LV Cs depends on:
» The number of |IP destinations in the network
« Therelationship between destinations and LV Cs
»  Whether VC merge is used
» The paths chosen by IP routing

Destinations

The number of LVCs used in a particular area of a network depends on the number of |P
destination-prefixes known in that area. This follows the normal rules for an IP network:

» Theloopback address of all LSRs and other routers in the area is a destination prefix.

» Thesubnet address-prefix of any numbered point-to-point link, or any other subnet, isadestination
prefix. Because of this, it is best to use unnumbered linksin MPLS networks.

» Any other address prefixes advertised into the area must be counted as well.
Note that in MPLS VPN networks, this does not apply to VPN customers' addresses. VPN
customers’ destination prefixes are not advertised into the core of the network. Thisis one of the
keys to scalability of MPLS VPNs. If many addresses are summarized into a single address at the
area border router (or autonomous system border router), then this counts as a single destination
prefix.
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These destination prefix rules are shown in Figure 3-12.

Figure 3-12 Destination-Prefixes in An MPLS Network (or Any Other IP Network)
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LVCs Used Per Link and VC Merge

Each ATM Edge L SR and each label switch controller will ask a neighboring MPLS node for LV Csfor
the destination-prefixesit knowsabout. If MPL S Class of Serviceisused, it may ask for uptofour LVCs
for each destination-prefix.

Therequests for LV Cs flow through the network according to the paths chosen by | P routing. With VC
merge, the LV Cs to each destination will be merged at each ATM LSR. This means that on each link,
thereis at most one LV C per destination in the Area. Thisis shown in Figure 3-13 Topology (&).
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If MPLS Class-of-Service is used, then thisis multiplied by the number of classes. If VC mergeis not
used, there may be many more LV Cs.

Figure 3-13 LVCs to Each Destination
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Design Calculations: Edge LSRs

For ATM Edge L SRs, the number of LV Cs used per link depends on whether VC merge is being used
in the network.
Equation 1

Let d bethe number of destination-prefixes known in an area, and ¢ be the number of Classes of Service
used in the network. If VC merge is used, then the number of LV Cs used per link | satisfies

| <cd
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Equation 2
If VC merge is not being used in the network, there are three dependencies:
e the number of LSCsin the area
« the number of Edge LSRsin the area
- how many destinations are directly reached through the Edge L SR in question
If dg is the number of destinations reachable through a particular ATM Edge LSR (thiswill often equal
1, due to summarization) and the total number of ATM Edge LSRs and LSCsin the areais n, then the
number of LV Cs used per link satisfies
| <c(d —de) + cnde
Equation 3
A simpler equation appliesin the particular case where all these conditions exist:
« VC mergeis not used
« Thereisone destination prefix per Edge LSR or LSC
« All links are unnumbered
» There are no address prefixes from outside the area
These conditions will often apply in the core of MPLS networks supporting VPNSs, but not using VC
Merge.
The number of LV Cs used per link on the ATM Edge LSR in this case is given by:
I <2cn
One of the preceding three equations is then used to check whether a sufficient number of LVCsis
available on the equipment, as shown in Table 3-5. Table 3-6 shows the LV C capacity of Cisco ATM
Edge L SR interfaces.
Table 3-5 Checking the LVC Limits of Edge LSR
Device Situation Key Parameter Equation
Edge LSR The network uses VC merge. Number of active VCs supported |Equation 1
per ATM link.
Edge LSR The network does not use VC merge; thereis |Number of active VCs supported |Equation 3
one destination-prefix per LSR or Edge LSR, |per ATM link.
al links are unnumbered, and there are no
out-of-area routes.
Edge LSR The network does not useVC merge, all other |Number of active VCs supported | Equation 2
situations apply. per ATM link.
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Table 3-6  Cisco ATM Edge LSRs and LVC Capacity
Number of Active
Device Interface Hardware LVCs supported Notes
3600 NM-1A ATM 1024
Network Modules
4700 NP-1A ATM Network |1023
Processor Module
7200, 7500 PA-A1 or standard 2048
ATM port adaptor
Catalyst 5500, |PA-A3 ATM port 4096
7200, 7500 adaptor.
6400 Node Route 2048 Capacity isreduced by one LV C for each active PV C that
Processor (NRP) terminates on the NRP.
MGX 8850 Route Processor 4096 Capacity is reduced by one LV C for each active PV C that
IP+ATM Module (RPM) terminates on the RPM. In addition, the PXM is limited to
switch 16K LV Cs. Thisisunlikely to be a problem unless more than
three RPMs are used in an MGX 8850 shelf.
12000 series 4x0OC-3 ATM Line 2047 The 2047 active V Cs are shared between all four ports.
routers Card Network capacity is reduced by one destination prefix for
every second and subsequent route chosen for each
destination according to equal-cost multipath routing, if the
extra routes are on the same card.
12000 series 1xOC-12 ATM line 2047
routers card
Edge LSR Examples

Consider a network where VC merge is being used and one Class of Service isbeing used. If the Edge
LSRsare all 7200 series routers with PA-A3 port adaptors, then how many | P destination prefixes can
safely be supported in the area?

VC mergeis being used, so Table 3-5 indicates that Equation 1 should be used. One Class of Serviceis
being used, so ¢ = 1. Table 3-6 states that the PA-A3 port adaptor supports 4096 LV Cs, so | = 4096.
Substituting these into Equation 1 gives

4096 <1d
Which is equivalent to: d = 4096

This means that 4096 destinati on-prefixes are guaranteed to be supported within the area, provided that
the ATM LSRs do not impose a tighter limit (this discussion considers only the Edge L SRs).

Consider a network where VC merge is not used, and four Classes of Service are being used. This
network isthe core of an MPLS VPN service, and there is one destination-prefix per LSR or Edge L SR.
All linksareunnumbered. No out-of-arearoutes are injected into the interior routing protocol. The Edge
L SRs are 7200 and 7500 series routers with a mixture of PA-A1 and PA-A3 ATM port adaptors.

Wheat is the largest number of L SRs that can be used if the network consists of a single area? Assume
that the ATM LSRs support a sufficiently large number of LVCs.
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According to the conditions given, Table 3-5 indicates that Equation 3 should be used. Four Classes of
Service are used, so ¢ + 4. The Table 3-6 shows ATM interfaces each support 2048 or 4096 LVCs. The
interfaceswith 2048 LV Cs give atighter restriction, so use 1 = 2048. Substituting these into Equation 3
gives

2048 < 2(4)n

Which is equivalent to: n>256

This means that amaximum of 256 L SRs (Edge LSRsor ATM LSRs) may be used in the area, provided
that the I P routing protocol supports that many routersin an area.

Consider a network where:
« VC mergeis not used
« 4 Classes of Service are used
« This network isthe core of an MPLS VPN service
e Thereis one destination prefix per ATM LSR or Edge LSR
< All links are unnumbered
- The network has multiple areas and there are at most 100 ATM LSRs and LSRs in each area
« All the Edge LSRsS ATM port adaptors are PA-A3
« The ATM LSRs support a sufficiently large number of LVCs
How many L SRs can be used in the entire network?

There are multiple areas and so there will be out-of-area routes in each area. Table 3-5 indicates that
Equation 2 should be used in this case. Four Classes of Service are used, so ¢ = 4. Table 3-6 gives
1 =4096. There are at most 100 ATM LSRs and LSRsin each area, so use n = 100.

Observe that there is one route per Edge L SR. In the worst case, all out-of-area routes are accessed
through a single L SR—this concentrates the LV C requirements on the links to that single LSR. In this
case, d, = (d - 100). Substituting these into Equation 2 gives

4096 <4(100) + 4(100)(d — 100)
(d—100) = 3696/ 400
which is equivalent to: d= 109
This means that only 109 L SRs can be used in the network.

By comparison with the previous example, we can see that using multiple areas can have major
disadvantagesin ATM MPLS networks without VC merge. These examples indicated that ATM LSRs
without V C merge typically cannot be used in networks of larger than a few hundred nodes. An
alternative that works around these limitationsis to use the same switches, but to use MPL S-over-PVCs
instead of ATM MPLS.
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Design Calculations: ATM LSRs with VC Merge

With VC merge, the LV Cs to each destination will be merged at each ATM LSR. This meansthat there
is at most one LV C per destination on each link, as shown in Figure 3-13 Topology (a). If MPLS
Class-of-Service is used, then thisis multiplied by the number of classes.

Equation 4
If disthe number of destination-prefixes known in an area, and c is the number of Classes of Service
used, then the number of LV Cs used per link | satisfies
I <cd
Equation 5

Another important issue in switches that support V C merge isthe number of LV Csthat must be merged
together in the switch, m. This depends on the number of links into the switch k. The limit is:

m<cd(k-1)
These equations are then used to check whether a sufficient number of LVCsis available on the
equipment, as shown in Table 3-7. Both equations must be checked.

Table 3-7  Checking the LVC Limits of ATM LSRs with VC Merge

Device Key Parameters Check Against
ATM LSR with 1. Number of active V Cs supported per ATM link. Equation 4
VC Merge

2. Number of merging LV Cs supported per switch, or  |Equation 5
per port card, whichever is applicable to the switch
architecture.

In general, a per-switch limit applies to shared-memory switches such as the LS1010 or 8540 MSR. A
per-port card limit applies to crossbar switches such as the BPX 8650.

In Table 3-8, the numbers of active LV Cs supported are maximums; the actual limits will be
dependent on configurations. In aBPX 8650, for example, the actual number of active LVCs
supported per link must be down-rated by a minimum of 270 lines per interface if AutoRouteis
enabled on that interface. On all switches, the VC space reserved for PVCs, SVCs, and so on, must
be subtracted from the available VC space.

Table 3-8 Cisco ATM LSRs and LVC Capacity, If VC Merge Is Used

Interface Number of Active Merging
Device Hardware Number of Active LVCs Supported LVCs Supported
LS1010 |Any ATM port [4096 per OC-3 port, 16K per OC-12 port, |64K per switch
hardware. 16K per OC-48 port
6400 Any ATM port 4096 per OC-3 port, 16K per OC-12 port, |256K per switch
hardware. 16K per OC-48 port
8540 Any ATM port 4096 per OC-3 port, 16K per OC-12 port, |256K per switch
MSR adaptors. 16K per OC-48 port
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Table 3-8 Cisco ATM LSRs and LVC Capacity, If VC Merge Is Used (continued)

Interface Number of Active Merging
Device Hardware Number of Active LVCs Supported LVCs Supported
BPX 8650 |BXM-E cards |32K per BXM, shared amongst up to 12 |32K per BXM, with a
or 8680 interfaces maximum of 16K per port

on OC-3 BXM cards and
2x0C-12 BXM cards.
T3/E3 BXM cards and
1xOC-12 BXM cardshave
alimit of 32K per port.

MGX AXSM cards |128K per AXSM, shared amongst up to |128K per AXSM
8800 with 16 interfaces
PXM-45

ATM LSRs with VC Merge: Example 1

A network uses BPX 8650 ATM LSRswith VC merge. Two Classes of Service are used. Each BPX 8650
has 4x1-port OC-12/STM-4 BXM cards, with each port used to link to another ATM LSR or Edge L SR.

What limit do these ATM LSRs put on the number of |1P-destination-prefixes that can be supported
inside an area?

Table 3-7 shows that both Equation 4 and Equation 5 must be checked. Two Classes of Service are used,
so ¢ = 2. Each switch has four ports, so k = 4. Looking up the BPX 8650 in Table 3-8 shows that BXM
cards support 32K active LV Cs. In this case, each BXM card has one port, so each link supports 32K
LVCs, or | =32768. Table 3-8 shows that 32K LV Cs can be merged into a 1-port OC-12 BXM card, so
m = 32768.

Substituting these parameters into Equation 4 gives
32768 < 2d
which is equivalent to: d>16k

Substituting the parameters into Equation 5 gives
32768 < 2d(4-1)
which is equivalent to: d>5461

The limit from Equation 5 is tighter, which means that the limit imposed by the ATM LSRs is 5461
destination-prefixes in the area. (The Edge L SRs might impose atighter limit.)

ATM LSRs with VC Merge: Example 2

A network uses 8540 MSR ATM L SRs with VC merge. Four Classes of Service are used. Each 8540
M SR has 8xOC-3/STM-1 with each port used to link to another ATM LSR or Edge L SR.

What limit do these ATM LSRs put on the number of | P-destination-prefixes that can be supported
inside an area?

Table 3-7 showsthat both Equation 4 and Equation 5 must be checked. Four Classes of Serviceare used,
so ¢ = 4. Each switch has eight ports, so k = 8. Looking up the 8540 M SR in Table 3-8 shows that OC-3
port cards support 4096 LV Cs, or | = 4096. Similarly, Table 3-8 shows that the 8540 M SR supports
256K merging VCs, so m = 262144,
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Substituting these parameters into Equation 4 gives
4096 < 4d
which is equivalent to: d > 1024

Substituting the parameters into Equation 5 gives
262144 < 4d(8 - 1)
which is equivalent to: d > 9362

The limit from Equation 4 is tighter, which means that the limit imposed by the ATM LSRs is 1024
destination-prefixes in the area. (The Edge L SRs might impose a tighter limit.)

ATM LSRs with VC Merge: Example 3

A network uses BPX 8650 ATM LSRs with VC merge. Four Classes of Service are used. Each BPX
8650 has eight ports, on 2x4-port OC-3/STM-1 BXM cards, with each port used to link to another ATM
LSR or Edge LSR.

What limit do these ATM LSRs put on the number of 1P-destination-prefixes that can be supported
inside an area?

Table 3-7 showsthat both Equation 4 and Equation 5 must be checked. Four Classes of Service are used,
so ¢ = 4. Each switch has eight ports, so k = 8. Looking up the BPX 8650 in Table 3-8 showsthat BXM
cards support 32K active LV Cs. In this case, each BXM card hasfour ports, so we can assume that each
link supports 32K/4 LV Cs, or | =8192. Similarly, Table 3-8 showsthat 4xOC-3 BXM cards can support
32K merging V Cs, with amaximum of 16K per port. The worst caseiswhen all LV Cstry to mergeinto
the same port, so use so m = 16384.

Substituting these parameters into Equation 4 gives
8192 < 4d
which is equivalent to: d > 2048

Substituting the parameters into Equation 5 gives
16384 < 4d(8-1)
which is equivalent to: d > 585

The limit from Equation 5 is tighter, which means that the limit imposed by the ATM LSRs is 585
destination-prefixes in the area. (The Edge L SRs might impose atighter limit.)

Design Calculations: ATM LSRs without VC Merge

Equation 6

Without VC merge, there may be many V Cs per destination on each link, as shown in Figure 3-13
Topology (b). If the total number of ATM Edge LSRs and L SCsin the areais n, then there may be up
to c(n-1) LV Cs per destination on each link.

The number of LV Cs used per link will then satisfy
| <cd(n-1)
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Equation 7

A tighter limit appliesin the particular case where VC merge is not used, and there is one destination
prefix per Edge LSR or LSC, and all links are unnumbered, and there are no address prefixes from
outside the area. These conditions will often apply in the core of MPL S networks supporting VPNs but
not using VC Merge.

The number of LVCs used in this caseis given by:
| <c(n2/ 2)

Either Equation 6 or Equation 7 is then used to check whether a sufficient number of LVCsis available
on the equipment, as shown in Table 3-9. Table 3-10 shows the limits of Cisco ATM LSRswithout VC
merge capability.

Table 3-9  Checking the LVC Limits of ATM LSRs without VC Merge

Device Situation Key Parameter Check Against
ATM LSR without |There is one destination-prefix per LSR or Edge |Number of active VCs Equation 3
VC Merge LSR, all links are unnumbered, and there are no | supported per ATM link.

out-of -area routes.
ATM LSR without |All other situations. Number of active VCs Equation 2
VC Merge supported per ATM link.

Table 3-10 Cisco ATM LSRs and LVC Capacity, If VC Merge Is Not Used

Device |Interface Hardware Number of Active LVCs Supported per Link

BPX Older BXM cards (or pre-9.3.x 16K per BXM, shared amongst up to 12 interfaces
8650 software)

N

Note  Thenumbers of active LVCs per link are maximums; the actual limits will be dependent
on configurations. In a BPX 8650, for example, the actual number of active LVCs
supported per link must be down-rated by a minimum of 270 lines per interface if
AutoRouteis enabled on that interface. On all switches, the VC space reserved for PVCs,
SV Cs, and so on must be subtracted from the available V C space.

ATM LSRs without VC Merge, with One CoS: Example 1

A network uses BPX 8650 ATM L SRswithout VC merge. One Class of Serviceis used. Each BPX 8650
has 2x4-port OC-3/STM-1 BXM cards, with each port used to link to another ATM LSR or Edge L SR.
There is one destination-prefix per LSR or Edge LSR. All links in the area are unnumbered, and there
are no out-of -area routes known.

What limit do these ATM L SRs put on the number of L SRs or Edge L SRs that can be supported inside
an area?

Table 3-9 shows that Equation 7 should be checked in this case. One Class of Serviceisused, soc=1.
Looking up the BPX 8650 in Table 3-8 shows that BXM cards support 16K active LV Cs. In this case,
each BXM card has four ports, so each link supports 16K/4 LVCs, or | = 4096.
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Substituting these parameters into Equation 7 gives
4096 <1(n2/ 2)
(n? > 8192)
which is equivalent to: n> 90
This means that the limit imposed by the ATM LSRsis 90 LSRs or Edge LSRs.

These examples indicate that ATM LSRs without VC merge typically cannot be used in networks of
larger than afew hundred nodes. An alternative that works around these limitations is to use the same
switches, but to use MPL S-over-PV Cs instead of ATM MPLS.

ATM LSRs without VC Merge, with Two CoS: Example 2

A network uses BPX 8650 ATM LSRswithout VC merge. Two Classes of Service are used. Each BPX
8650 has 4x1-port OC-12/STM-4 BXM cards, with each port used to link to another ATM LSR or Edge
LSR.

What limit do these ATM LSRs put on the number of 1P-destination-prefixes that can be supported
inside an area?

No information is given on the relationship between devices and routes, so Table 3-9 shows that
Equation 6 should be checked. Two Classes of Service are used, so ¢ = 2. Looking up the BPX 8650 in
Table 3-8 shows that BXM cards support 16K active LV Cs. In this case, each BXM card has one port,
so each link supports 16K LV Cs, or | = 16384.

Substituting these parameters into Equation 6 gives

16384 < 2d (n-1)

d(n-1) > 8192
Because n the number of LSRsin the area has not been given, this question cannot be explicitly
answered as stated. However, if it isassumed that n = 50 thiswould give an indicative value of d >167.

In other words, the number of destination prefixes that may be supported depends on the number of
LSRsin the areawith, for example, alimit of 167 destination prefixesif there are 50 LSRs in the area.

Additional Example Considerations

The following sections provide further considerations about the preceding examples.

Internet Routing Tables

The limits on destination prefixesindicated in the previous examples are much smaller than the size of
the Internet backbone routing table, which is about 70,000 routes. Despite this, ATM MPLS can still be
used in networks with full Internet routing, by use of an MPLS feature known as BGP Next-Hop
Labelling.

BGP Next-Hop Labelling allows BGP Autonomous System Boundary Routers (ASBRs) to exchange
the full Internet routing table with each other by way of BGP, while readvertising only alimited subset
of these addresses (or none at all) into the Interior routing protocol (OSPF or 1SIS) Areas through which
they are connected. Because only alimited set of destination-prefixesisknown on OSPF or 1S-ISin the
MPLS network, the limits discussed here are sufficient even though they are much smaller than the
Internet routing table.
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Cisco MPLS Virtual Private Networks (VPNs) extend the BGP Next-Hop Labelling technique to deal
with address from many different customers' VPNs.

Traffic Engineering

VP Tunnels

The limits shown in Equations 4 to 7 apply when MPLS Traffic Engineering is not used. If Traffic
Engineering is used, then one LV C will be used for each Traffic Engineering Tunnel on each link, in
addition to the limits shown above.

VP Tunnelsinvolve several logical links terminating on a single physical interface on an LSR or ATM
LSR. When VP Tunnels are terminate on an interface, the LVCs on all VP Tunnels must be taken into
account. For example, if four VP Tunnels terminate on alogical interface that supports 4000 LV Cs, then
an average of only 1000 LV Cs will be available per VP Tunnel.

Alternative Calculations

The limits shown in Equations 4 to 7 can be quite loose. The number of LV Cs actually used on a
particular link may be much less than these limits suggest, particularly if VC merge is not being used.
However, it is difficult to calcul ate exactly how many will be required. This depends on the exact shape
and state of the network, and the exact paths chosen by IP routing. If this can be analyzed, taking
account of such things as failed links and multipath routing, then fewer LV Cs could be safely reserved
on each link: avery complex process. In any case, the limits shown above will be safe.

A network that has run out of cross-connectsis basically not functioning. There is no way to control
which LV Cs are created and which are not. This may result in permanent black holes or overloaded
LSCs. The network should be designed from the start so that it will not run out of connections.

Two different behaviors might occur when alink runs out of LV Cs, depending on the type of traffic:

» Send IP Traffic on Default LVCs
Thefirst case applies to ordinary IP traffic that would otherwise be carried with asingle MPLS
label. An Edge L SR deals with LV C set-up failure by sending the ordinary | P traffic on the default
(0,32) LV Cs that are otherwise used for TDP/LDP signaling. This traffic is then forwarded around
the resource-starved links by the LSC processors, and not the ATM switch fabrics.

Thiswill not affect network stability, provided that MPLS Class of Serviceis used to give
precedence to routing and TDP/LDP traffic. However, if large amounts of user traffic are sent on
the (0,32) LVCs, then this user traffic will experience poor performance when it exceeds the LSCs'
packet-forwarding capacity.

- Discard Packetson Failed Paths
The second case applies to advanced MPLS services such as VPNSs. In this case, the packets that
would otherwise use the failed paths are discarded. For these services, it isimpossible to correctly
deliver apacket unlessit isfully labelled. This discarding of packetsto certain destinations results
in routing “black holes.”

In case of LVC starvation, it is usually impossible to predict which LV Cs are created and which are not.
Thisis because LV Cs are created roughly in the order in which routing converges. Thisis, in turn,
dependent on random factors such as which links fail, and the exact timing of link failures compared to
routing protocol update timers.

In other words, it is very important to design the network and allocate switch resources so that a
sufficient number of LV Cs are available on each link.
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Ongoing Network Design

Network design is an ongoing process. Once an ATM-MPLS network is deployed, ongoing design
activities are required to:

« Verify the assumptions used in the initial design
« Adijust the network as new customers and PoPs are added
The ongoing process will involve the following steps:
1. Measure actual PoP and link traffic, and compare against
— The predicted traffic
— Thelink capacities

2. Based on the comparison between predicted and actual traffic, some modeling assumptions might
be changed. For example, the traffic distribution across nodes might be different than that initially
predicted. Review the initial design and dimensioning if the modeling assumptions are changed.
Lower and higher-bandwidth links might be required.

3. Ascustomers are added, and as traffic increases, review theinitial design to:
Add new Edge L SRs to PoPs
Add new links to the network

— Adjust routing
Check for sufficient LV C allocation on links
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CHAPTER I

Quality of Service in MPLS Networks

This chapter considers the role of the Quality of Service (QoS) architecture in designing M PL S-based
IP+ATM networks. A summary example is provided for configuring BPX 8650 ATM LSRs, their
associated LSCs (6400, 7200, or 7500 series), and Edge Label Switch Routers:

e« MPLS QoS with IP+ATM Overview

- The Differential Services Approach to Quality of Service

« Modeling Network Traffic Flows to Meet Service Level Agreements
» A Recommended Process for Estimating and Modeling Traffic

- MPLS Traffic Engineering

- More Stringent Quality of Servicein IP+ATM Networks

e Quality of Service for MPLS VPNs

- Discard Policies

- Delay Limits

» Alternative Service Types

For configuration procedures for BPX 8650 ATM LSRs and their Edge Label Switch Routers, see
Chapter 6, “MPLS CoS with BPX 8650.”

For additional information, refer to Cisco 6400, 7200, or 7500 series router and MPLS-related |0S
documentation. Refer to 9.3 Release notes for supported features.

MPLS QoS with IP+ATM Overview

As part of their VPN services, service providers may wish to offer premium services defined by Service
Level Agreements (SLAS) to expedite traffic from certain customers or applications. Quality of Service
(QoS) in IP networks gives devices the intelligence to preferentially handle traffic as dictated by
network policy. QoS mechanisms give network managers the ability to control the mix of bandwidth,
delay, jitter, and packet loss in the network.

QoS is not adevice feature; it is an end-to-end system architecture. A robust QoS solution includes a
vari ety of technologies that interoperate to deliver scalable, media-independent services throughout the
network, with system-wide performance-monitoring capabilities.

The actual deployment of QoS in anetwork requires adivision of labor for greatest efficiency. Because
QoS requires intensive processing, the Cisco model distributes QoS duties between edge and core
devices that could be multilayer switches or routers. Edge devices do most of the processor-intensive
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work, performing application recognition to identify flows and classify packets according to unique
customer policies. Edge devices also provide bandwidth management. Core devices expedite
forwarding while enforcing QoS levels assigned at the edge.

M PL S-enabled networks make use of Cisco 10S QoS features to build an end-to-end QoS architecture:

e |P Precedence
This feature uses three bits in the IP header to indicate the service class of a packet (up to eight
classes). Thisvalue is set at the edge and enforced in the core. In IP+ATM networks, different
labels are used to indicate precedence levels.

- Committed Access Rate (CAR)
CAR manages bandwidth allocation for certain traffic types. To enforce customer network policies,
managers can configure multiple Layer 3 thresholds based on the desired parameters, such as
application or protocol. If aflow exceeds a given threshold, managers can provision a variety of
responses, from dropping excess packets to sending them at a lower service class.

- Weighted Random Early Detection (WRED)
This feature prevents network congestion by detecting and slowing flows (according to service
class) before congestion occurs.

« Class-Based Weighted Fair Queuing (CBWFQ)
This feature provides the ability to reorder packets and control latency at the edge and in the core.
By assigning different weights to different service classes, a switch can manage buffering and
bandwidth for each service class. Because weights are relative and not absolute, under-utilized
resources can be shared between service classes for optimal bandwidth efficiency.

The key to an effective, network-wide | P QoS plan is scalability. Applying QoS on aflow-by-flow basis
is not practical because of the huge numbers of IP traffic flowsin carrier-sized networks. A scalable
way to provide higher levels of service quality with minimal lossin granularity isto implement multiple
service classes, or Classes of Service (CoSs).

For example, a service provider network may implement three service classes: a high-priority,
low-latency class, a guaranteed-delivery “mission-critical” service, and a low-priority “best-effort”
class. Subscribers can use the mix of services that suitstheir needs. Some subscribers may wish to use
a guaranteed-delivery, low-latency service for their videoconferencing applications, and best-effort
service for e-mail traffic.

MPLS makes it possible to apply scalable QoS across very large routed networks and Layer 3 IP QoS
in ATM networks because providers can designate sets of labels that correspond to service classes.

In routed networks, MPL S-enabled QoS substantially reduces processing throughout the core for
optimal performance. In ATM networks, MPLS makes end-to-end Layer 3-type services possible.

Traditional ATM and Frame Relay networks implement CoS with point-to-point virtual circuits, but
thisis not scalable because of high provisioning and management overhead. Placing traffic into service
classes at the edge enabl es providers to engineer and manage classes throughout the network. If service
providers manage networks based on service classes, rather than point-to-point connections, they can
substantially reduce the amount of detail they must track and increase efficiency without losing
functionality.

Compared to per-circuit management, MPL S-enabled CoS in ATM networks provides virtually all the
benefits of point-to-point meshes with far less complexity. Using MPL S to establish IP CoSin ATM
networks eliminates per-V C configuration. The entire network is easier to provision and engineer.

For much IP traffic, the requirements for quality of service are fundamentally weaker and more flexible
than reguirements for traditional virtual-circuit-switched data traffic. In order to be competitive,
providers' |P networks must provide Service-Level Agreements (SLAS) of an appropriate form for IP
traffic with relatively weak Quality of Service (QoS) requirements at |low cost. The networks must also
provide stronger QoS for certain traffic.
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Cisco MPLS networks have unique flexibility for meeting all requirements for 1P QoS:

« They support Classes of Service (CoS). Service providers might offer Service Level Agreements
(SLASs) for some Classes of Service, giving agreed quality-of-service levels, averaged over periods
of minutes or hours. These can be engineered and provided at low cost.

- Stronger Quality-of-Service (Qo0S) guarantees may be provided for traffic that is critically
important or otherwise intolerant of varying QoS.

» They provide scalable and easy-to-manage ways of providing quality of serviceto Virtual Private
Networks and individual users and sites within VPNs.

Best Effort Traffic and IP QoS Requirements

A major reason for the success of the Internet is that |P treats connectivity as being the fundamental
requirement of a communications network. The Internet has been successful in its the goal of allowing
any host to communicate with any other, without setting up virtual circuits, reserving bandwidths, or
performing any other actions with high overhead or costs.

In the Internet, considerations such as QoS are not treated as being asimportant as allowing any-to-any
connectivity. Because of this philosophy, IP trafficis, in general, extremely tolerant of varying QoS.
The typical World Wide Web user will not care whether a Web page downloads at 100 Kbps or 5 Kbps.

TCP, the transport protocol for over half of IP traffic, automatically adjusts to the avail able end-to-end
bandwidth and loss. UDP has generally been used only by applications that are tolerant of packet loss.
Although there are now | P applications that do require stronger QoS, most IP traffic still requires only
avery loose guarantee of connectivity, meaning that the available bandwidth between a given pair of
IP addresses should be at least a few hundred bits per second, and that the delay be no more than a
couple of seconds. This traffic merely requires “best effort” from the provider networks.

These requirements are stated in very loose terms because there is no hard minimum QoS required for
TCP/IP traffic. TCP/IP adapts to QoS even worse than the figures suggest but the average user islikely
to find the resulting application performance to be frustratingly poor.

Certain IP traffic does require better QoS guarantees, particularly Voice-over-1P and similar real-time
applications. Good QoS ensures good application performance. Some users may prefer to migratein the
longer term towards the networks that give, at reasonable cost, the best QoS for “best effort” traffic.
Despitethis, it islikely that alarge proportion of the traffic in any MPLS network will continue to be
very tolerant of widely varying QoS in day-to-day operations.

Effects of Connectionless Traffic

Another important aspect of |P traffic isthat it is connectionless. While thisis obvious, its effects on
traffic patternsis not as obvious.

Because IP is connectionless, |P applications have extreme flexibility in location. Companies are
finding that their departments are setting up Web servers and fileservers away from their traditional
head-office centers. In other words, because | P applications treat networks as being connectionless, the
traffic in WAN links in corporate | P networks tends to become more meshed and any-to-any in nature.

This does not fit well with traditional hub-and-spoke virtual circuit connectivity. See Figure 4-1 for a
comparison of topologies. Hub-and-spoke architectures lead to traffic passing through intermediate
CPE in order to get to its destination. Thisis undesirable if you must pay for traffic to go across virtual
circuitstwice. It also wastes bandwidth at the hub sites and means that you must manage routing.
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Figure 4-1 How Connectionless Traffic Drives Meshing
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In response, many customers are adding more meshing to their virtual circuit networks. The virtual
circuit connectivity increasingly reflects the any-to-any connectionless nature of |P traffic.

However, carrying connectionless traffic on increasingly complex meshes of virtual circuitsis a quite
inadeguate solution, for several reasons:

» The complexity of CPE management increases with increasing routing complexity.

» Evenif the provider network is ableto support all the extravirtual circuits required for meshes, the
operational overheads of managing V C meshes become extreme.

» It becomes difficult to determine reasonable QoS parameters for all the PVCs.

The underlying problem is that | P traffic does not naturally fit with a connection-oriented service from
aprovider. For maximum efficiency and lowest cost, providers must offer a connectionless service to
customers. Market research [CIMI Corporation, 1998] suggests that over 50 percent of current demand
for IP Virtual Private Network servicesis unmet. The lack of true connectionless | P services offered by
carriers is an important reason why this demand is unmet. Connectionless MPLS Virtual Private
Network services simplify management for connectionless |P services.
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Specifying QoS for Connectionless Service

In traditional virtual circuit networks such as Frame Relay networks, Committed Information Rates
(CIR) must be specified for every link, as shown in Figure 4-2 Topology (a). As networks become more
meshed, this becomes more difficult. For example, afull-mesh network of 100 siteswould require 9900
separate CIRsto be provisioned. It is obviously unreasonabl e to dimension any-to-any networksin this
way. (However you might want to specify only a few specific origin-destination bandwidths in an
otherwise connectionless network.)

Figure 4-2  Specifying Bandwidths for An IP Service
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Aside from being connectionless, there are other reasons why providing QoS for IP traffic is
fundamentally different from providing QoS in connection-oriented networks. Connection-oriented
QoS is based on the premise that most traffic has QoS requirements that must almost always be met in
order to provide adequate performance. Most | P applications, on the other hand, are tolerant of widely
varying bandwidth; they can tolerate periods of seconds or more of high loss and are usually extremely
tolerant of delay and delay variance.
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Because of this fundamental difference, traditional connection-oriented QoS tools of connection
admission control and per-VC QoS guarantees are an unnecessary overhead for most I P traffic. They
are also difficult or impossible to use without afully specified matrix of traffic requirements; thisis an
unnatural requirement for an IP service.

Internet services already use a quite different model of QoS specification. As shown in Figure 4-2
Topology (b), Internet users subscribe to a service by specifying access bandwidths for each of their
sites. They do not specify afull matrix of bandwidths or any connection-oriented information. Thisis
the natural way of structuring QoS demands for any connectionless I P service because the access
bandwidth requirements are easily estimated in proportion to the number of hosts or servers at each site.

Providers who offer IP Service Level Agreements without using traditional connection-oriented QoS
methods have an important advantage. They do not have to deal with the equipment costs and
operational overheads for connection-oriented QoS, and closely meet requirements for Quality of
Service agreements suitable for connectionless networks. Providing connectionless Service Level
Agreements is an important requirement for meeting current and future demand for IP services.

The Differential Services Approach to Quality of Service

Contracts for Access Bandwidths

Even though a full matrix of point-to-point bandwidths is not normally specified for MPLS networks,
usage parameter control or policing can still be applied to constrain use of network resources. Thisis
important because it provides a basis for service providers' traffic planning to meet Service L evel
Agreements.

In Figure 4-2 Topology (b), acustomer contracts for acertain access bandwidth at each site. Inasimple
case, they could be restricted to this bandwidth by setting the access line's data link. However, more
complex access contracts are possible and desirable.

An IP-layer policing function called Committed Access Rate (CAR) is availablein Cisco routers. CAR
actsindependently on each customer access link, or on each virtual circuit on achannelized accesslink.

This use of CAR is shown in Figure 4-3. When used on Edge L SRs or other provider access routers,
CAR both enforces traffic contracts and marks packets according to the traffic contract. For example,
asimple CAR contract may specify that a user site gets:

» 64 Kbps of traffic carried as premium traffic
- Theremaining traffic, up to atotal site bandwidth of 256 Kbps of traffic, is carried as best effort.

This explanation is simplified for clarity. Typical IP Precedence classes for premium and best- effort
classes mentioned here would be 4 and 0, respectively Typical Differentiated Services (DiffServ)
classes for traffic would be AF12 for premium and AF11 for best effort.
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Figure 4-3 Cisco Committed Access Rate Policers
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Far more sophisticated contracts are possible. Another possible example contract for a site:
- Thefirst 56 Kbpsis carried in class Premium 2
- Thenext 128 Kbps is carried class Premium 1
- Theremaining traffic up to amaximum of 1 Mbpsis carried as best effort
- Any SMTPand FTP traffic is carried as best effort and not premium

The last point illustrates an important advantage of policing at the IP layer. CAR is able to take into
account | P header information. In this example, it is used to specify that certain types of IP traffic that
are very tolerant of varying QoS are automatically carried in the best-effort class and not counted
against the limits for premium traffic.

CAR enforces the bandwidth contracts by using token bucket policers, which permit burstinessin a
short time-scale, while limiting rates in alonger time-frame. Traffic classes are marked on the IP
packets admitted into the provider network.

CAR sets |Pv4 Precedence bits on packets. (The meaning of these bits will be changed in the
forthcoming Differentiated Services standards from the IETF, but Diff Serv is backward-compatible
with the original IPv4 formats. CAR will be fully compliant with the new meanings of the DiffServ DS
bits on IP packets.)

N

Note  Two different acronyms are used for Differentiated Services and both are
commonly used in other documents. “DiffServ” is used most commonly, and
refersto Differentiated Servicesin general. “DS” isthe name given specifically to
the bits in the IP headers used by DiffServ.

CAR iscompliant with the Diff Serv architecture, which requires technologies like CAR to mark
precedence on | P packets.

The core of the network supports different Differentiated Services classes. In MPLS networks, after
CAR has been used to mark Class of Service (CoS) using the Precedence or DS bits on | P packets, the
IP packets are sent on different LV Cs according to their CoS. There s, in general, adifferent LV C for
each Class of Service.
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In other words, CAR sets IP Classes of Service, which are then supported by MPLS.

A service provider can use CAR to both police IP traffic and mark CoS on | P packets using Precedence
or DS bits. An alternative is to choose the CoS for packets according to your organization’s own
policies. CAR can be used on Customer Premised Equipment (CPE) to do this, and will allow customers
to coordinate CoS assignments using Directory-Enabled Networking. If CAR isused on CPE to preset
CoS, then CAR on the Edge L SRs acts purely asapolicer. The use of CAR on both CPE and Edge L SRs
is shown in Figure 4-4.

Figure 4-4  Using CAR on Customer Premises
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Using Best-Effort Traffic to Help Guarantee Bandwidths

The presence of much best-effort traffic in a network produces important advantages:

- ltislikely that arelatively small amount of traffic in an IP network will require guarantees of QoS
and that the rest of the traffic will require best effort.

» If the majority of traffic isbest effort, good QoS can be ensured simply by giving precedence to the
higher classes of traffic. The traffic requiring good QoS can be given the ability to push best-effort
traffic out of the way, in order to provide good QoS for the premium traffic.

This explains why best-effort traffic is an advantage in providing quality of service: it can be used to
cushion premium traffic, ensuring that the premium traffic gets premium service. Thisisthe key to the
Differentiated Services approach to service quality.

Figure 4-5 shows how Differentiated Services can work to ensure that premium traffic gets good
service. The network operator allocates bandwidth to two Classes of Service on a particular link:

- Best-effort traffic is allocated By,
 Premium traffic is allocated B,
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Figure 4-5 Ensuring Access to Bandwidth Using Differentiated Services
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Note that B, is greater than the estimated bandwidth of premium traffic. This means that the premium
traffic gains access to its required bandwidth even if the actual requirement is much greater than the

estimated requirement. The best-effort traffic is guaranteed little—after all, it is best-effort traffic. This
means that the best-effort traffic may be denied bandwidth to meet the requirements of premium traffic.

This occurs most of the time; the best-effort traffic does not get all the bandwidth it could use. On the
other hand, all the premium traffic is carried.
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Using this method, Differentiated Services can give excellent quality of service to premium traffic
provided that:

« A substantial amount of traffic is best-effort traffic.

= A rough estimate can be made of the premium traffic load on the link, so that a larger value B can
be allocated in proportion. By is calculated as being the link rate minus B,,.

Thefirst condition islikely to hold in future networks because almost all 1P traffic today is best-effort
and because | P traffic loads are growing much faster than other traffic, such as circuit-switched voice.
Unusual cases where this doesn’t hold are discussed in “What If There Isn’t Much Best-Effort Traffic
in My Network?” section on page 4-21. The second condition is quite easy to meet, and thisisdiscussed
next.

This example used only one class of premium traffic as well as best-effort traffic. However, multiple
classes of premium traffic can be supported in the same way, provided that the two conditions are met.

Modeling Network Traffic Flows to Meet Service Level
Agreements

Now consider the engineering stepsrequired for Diff Serv network to provide Service Level Agreements
(SLA). We've seen how CAR or similar technologies can be used to enforce access rate contracts for
sites. This meansthat at each Edge L SR, it iseasy to calculate the sum of allowed premium-class access
bandwidths. An example is shown in Figure 4-6.
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Figure 4-6  Refining Estimates of Network Loads
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to destination site bandwidths

In order to engineer the core network to ensure delivery of premium-class packets, an estimate of the
actual distribution of premium traffic is required, even though customers do not specify traffic matrices.

Note that the traffic estimates are required only for aggregate flows between Edge L SRs. For example,
consider a provider network with 100 Edge L SRs serving 200,000 customer sites. For this network,
traffic estimates are required for the flows between the 100 Edge L SRs, and not for the individual flows
between the 200,000 customer sites. Also note that the estimates do not have to be exact.

It istrivial to cal culate the maximum possible traffic flows for each origin-destination pair. In

Figure 4-6 Topology (a), for example, the sum of the premium-class access bandwidths at Edge LSR A
is 320 Mbps. Thus, the maximum possible flow of premium class traffic from A to any other Edge L SR
is 320 Mbps, all illustrated in Figure 4-6 (b).
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This “maximum possible” is an extreme over-estimate: it isimpossible for a given source L SR to send
its full rate of premium traffic to each and every other Edge L SR simultaneously, but thisiswhat is
assumed by this traffic estimate. Despite this, the “maximum possible” traffic matrix may be useful in
some circumstances:

» During trials and early production phases of introducing an MPL S network, it may be appropriate
to dimension the network according to the “maximum possible” traffic to reduce the risks
associated with more efficient traffic models. The early phases would be used to gather statistics
about actual traffic distributions.

« In networks with very small amounts of premium traffic compared to best-effort traffic, the
inefficiencies of the “maximum possible” traffic model may be irrelevant, because the best effort
traffic will be able to use all the bandwidth over-allocated to premium traffic. In this case, thereis
no need to dimension the network according to a more realistic traffic model.

Beyond these exceptions, it will usually be better to use amore realistic traffic model. A more realistic
traffic model might assume that traffic is distributed evenly among all possible destinations.

In the example in Figure 4-6, there are four Edge L SRs, and the summed premium-class access
bandwidth at Edge LSR A is 320 Mbps. In this evenly distributed estimate, (320/4) Mbps s sent from
A to all the Edge L SRs. (Edge LSR A can send traffic to itself. Thisis realistic because it represents
corporate VPNSs that have more than one VPN site attached to Edge LSR A. In general, there will be
thousands of sitesin hundreds of VPNs attached to A.)

Similarly, Edge LSR B sends (1000/4) Mbpsto every Edge L SR, and so on. Thisis shown in Figure 4-6
Topology (c).
This method can be refined further by assuming that traffic is sent in proportion to the receiving sites’

access bandwidths. This means that a site with many large access lines is assumed to receive more
traffic than a site with fewer, smaller access lines.

In Figure 4-6 (d), the sum of the access bandwidths at nodes A, B, C, and D are in the proportion
320:1000:384:384. Consider the 1000 Mbps of premium-class traffic entering site B. According to
these proportions, the 1000 Mbps traffic from node B is divided among nodes A, B, C, and D as 153,
479, 184, and 184 Mbps. The traffic from the other nodes is divided similarly.

Dividing traffic by this method has the property that it leads to balanced estimates of loads, that is, the
traffic in one direction between a given pair of nodes is equal to the traffic in the other direction. This
“proportional to PoP size” estimated traffic is quite realistic and likely to be useful in many networks.

The setting of link or circuit parameters according to these traffic estimates is covered in following
sections.

A Recommended Process for Estimating and Modeling Traffic

Step 1

The traffic model used to dimension the network does not have to be exact. Recall from the earlier
discussion that premium traffic is first estimated, then actual allocations of bandwidth to premium
traffic can be made in proportion to the estimates. But actual allocations should be larger than the
estimates to allow a margin of safety.

Here is arecommended process for dealing with traffic estimates and modeling:

In trials and early production phases, use the “maximum possible traffic’ model to dimension
premium-class bandwidth all ocations. This ensures that all premium-class traffic will be delivered
under all conditions except equipment or link failures.
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Step2  During the early production phases, measure the actual origin-destination bandwidths. Cisco Netflow
is an excellent tool for collecting these statistics. Alternatively, packet or cell counts can be collected
for al the backbone links. Compare this traffic to an estimate derived using the “proportional to PoP
bandwidth” estimate. It will usually be found that the “ proportional to PoP bandwidth” estimateis a
good approximation to the real traffic. In unusual cases, some other model may need to be developed.
In any case, a traffic model should be selected for the network.

Step3  Change the dimensioning of premium-class bandwidths to agree with the chosen model, but initially
over-allocate premium-class bandwidths by 100 percent or more to allow for unexpected variations.
Recall that this over-allocation does not usually result in wasted bandwidth because best-effort traffic
can typically make use of spare bandwidth.

Step4  Continue to collect statistics and compare them to the traffic model, modifying the model as
appropriate. As confidence in the traffic model grows, reduce the amount of over-allocation of
premium-class bandwidths.

This process is familiar to many network engineers. Aside from the particular traffic models used, it is
identical to the process used in the introduction of over-subscribed Frame Relay and ATM networks.

Engineering DiffServ Per-Hop Behaviors

DiffServ networks use queueing technol ogies such as Weighted Fair Queueing (WFQ) to provide
differential service to the different Classes of Service (CoS). Link-by-link engineering of WFQ
parameters is the approach suggested by the IETF Diff Serv Working Group.

The treatment of a particular CoS on a particular link (or “hop™), using technologies such as Weighted
Fair Queueing, is referred to as a per-hop behavior (PHB). Cisco supports engineering of per-hop
behaviors on links in both ATM MPLS and packet-based MPL S networks, as well as ordinary |P
networks. The principles are the same in all network types, although there are differences in the way
CoSinformation is carried in packets for different networks.

As aprerequisite for setting the parameters for PHBS, the estimated demand for traffic of different
PHBs must be derived for each hop from the estimated traffic matrices.

For example, Figure 4-7, topology (a) shows the traffic demand for a network where one class of
premium traffic is carried in addition to best-effort traffic. Topology (b) shows the physical network,
including the links and core LSRs which will carry the traffic. Topology (b) also shows the routes that
will be chosen for IP routing in the network. I P routing protocols such as OSPF and IS-1S normally
chose the shortest possible route from a given origin to a given destination. For complex networks, a
tool such as Cisco Netsys will be helpful to review and analyze the routes used in a network.

The traffic matrix and routing information together specify the bandwidth used along various paths as
shown in Topology (c). From thisinformation, it is straightforward to sum the total bandwidths on each
link.
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Figure 4-7 Estimating Network Loads Per-Hop Behavior
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For example, there are three components of the premium-class traffic flow in the link from A to E:
153 Mbps A->B, 58 Mbps A->C, and 58 Mbps A->D. The sum of these is 269 Mbps, and thisisthe
premium-class bandwidth requirement on the link A->E shown in Topology (d). The other
premium-class bandwidths are calculated similarly.

The end result of this calculation are values that should be allocated for premium-class bandwidth on

each link. In this exampl e, there has been one class of premium traffic and the premium-class bandwidth
reservation on link A->E should be at |east 269 Mbps. Referring back to Figure 4-5, this means that the
Weighted Fair Queueing bandwidth B, assigned on the link A->E should be at least 269 Mbps.

This example uses one class of premium traffic. The same process can be used for multiple classes of
premium traffic with the bandwidth requirements for each class calculated as described here.
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DiffServ Classes and Cisco IP+ATM Switches

The preceding discussion has shown how engineering of DiffServ networks leads to specifications of
required bandwidths for various Classes of Service on various links of the network. Thisis quite
different from traditional per-VC bandwidth management in ATM networks.

The per-V C bandwidth concept used for CBR, VBR, and other ATM Forum traffic management types
isillustrated in Figure 4-8 (a). Per-V C bandwidth management requires that bandwidths be specified
for every origin-destination flow. If per-V C bandwidth management is used in conjunction with
approximate estimates of origin-destination flows, bandwidth will be distributed unfairly. This means
that per-V C bandwidth management less useful in connectionless networks than the DiffServ

mechani sms.

Figure 4-8 Per-VC Service and Class of Service in ATM Switches
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Per-V C bandwidth management is quite different from Diff Serv concepts of CoS and Per-Hop
Behavior. There is no simple, straightforward way to support DiffServ using ATM Forum traffic
management types. Because of this, Cisco does not attempt to use ATM Forum traffic management
types to support DiffServ. Instead, class-based queueing is used.

Asshown in Figure 4-8 (b), class-based queueing involves a separate queuein the ATM switch for each
CoS. Cells from all LVCs of each CoS are queued in a single queue for that CoS. The bandwidth
parameters of aCoS on alink are set directly on the CoS queue. The only parameter signalled for each
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LVC isthe Class of Service for the LVC. This means that the ATM MPLS control component is used
unchanged, except that multiple LV Cs are set up for each destination: one LV C per destination per
Class of Service.

Cisco IP+ATM switches support Diff Serv for MPLS traffic, alongside ATM Forum Traffic
Management types for PV Cs and SV Cs. Each DiffServ or ATM Forum Traffic Management type gets
isown “Class of Service Buffer.” Per-VC queueing can be used in addition to the class of Class of
Service buffers and this is done for ATM Forum Traffic Management types. Weighted Fair Queueing
is used to assign bandwidths to the IP Class of Service buffers. This means that the I P classes share
bandwidth asillustrated in Figure 4-5.

Figure 4-9  Per-VC Service with VC Merge
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Using class-based queueing instead of per-VC queueing for the IP traffic has several advantages:

- The number of parameters programmed into the network is much smaller with class-based
queueing: if a network has N nodes, the number of parameters required is proportional to N® with
per-V C queueing, but proportional to N with class-based queueing.
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» Class-based queueing is fairer, given approximate information. This is important because
engineering of an IP network is based on estimates and models of customer traffic. With
class-based queueing, premium-class traffic from any origin to any destination gets preferential
access to any premium-class bandwidth |eft spare from other origin-destination pairs. Thisis much
harder to achieve if bandwidths are assigned to individual origin-destination LV Cs.

» Class-based queueing can be used on any link types. Link types include those that do not support
virtual circuits: PPP-over-SDH and WDM. Use of class-based queueing helps make a network
flexible and open to future changes in technology without major changes in operations,
administration, and management. Cisco already makes switch-routers with ATM, PPP-over-SDH,
and WDM interfaces.

» Class-based queueing works better with VVC merge than per-V C queueing. In fact, per-V C queueing
negates the advantages of VC merge in improving signaling scale. Refer to Figure 4-9. If per-LVC
gueueing were used, each LV C in the tree of LV Cs merging to a given destination would need a
bandwidth assigned to it according to the sum of bandwidth requirements merging in from other
branches. If any addition or change were made to the bandwidths of the merging V Cs, this would
create a ripple of signaling through the network. This negates one of the important advantages of
VC merge, namely that VC merge removes the requirement for end-to-end signaling for most
LVCs.

- Evenif class-based queueing is used, changes to class-based bandwidths will be required as
bandwidth requirements change. However these can be dealt with as a network provisioning issue
on atime-frame of at least hours or days. Class-based queueing does not require the real-time QoS
signaling overheads of per-V C queueing. Furthermore, the granularity of changeswith class-based
queueing is per-link; with per-V C queueing, the granularity is per-VC. Thisis another example of
how class-based queueing is more scalable.

For these reasons, Cisco strongly recommends that networks supporting | P services are engineered
using class-based queueing.

Service-Level Agreements Using DiffServ

This section has covered:
- Enforcement of access contracts at the edge of a network using Cisco CAR
- Using the access contracts as a basis for modeling traffic
» Refinement of traffic models based on operation of a network
» Setting of the links' queueing parameters according to the traffic models
These steps can lead to guarantees of packet delivery:

» Stronger guarantees of packet delivery can be given if “maximum possible” traffic models
described above are used

- Otherwise, Service-Level Agreements are statistical, and are based on the accuracy of the traffic
modeling process

Unless “maximum possible” traffic models are used, the meeting of SLAs is reliant on monitoring
network performance over time, reacting to unexpected traffic events, and modifying traffic models.

An important set of statistics to monitor is the amount of premium-class traffic per link. If
premium-class traffic is nearing its all ocated bandwidth, then there is a danger that SL As might not be
met. However, because this processisreactive, it isimportant that SLAs are structured to permit the
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provider to have time to react; in other words they should allow for periods of poor QoS. It is very
important to bear in mind that most IP traffic is very tolerant of varying QoS; customerswho understand
this will understand that a quite weak SLA is satisfactory even for premium traffic.

Another important aspect of SLAs for IP traffic is the nature of commitment. In a point-to-point
network, it is quite easy to define a Committed Information Rate between two sites. In an IP network,
the nature of commitment is different.

Consider Figure 4-10. Even if sites A, B, and C are transmitting packets within their premium-rate
access contracts, not all of their packets will be delivered. They are sending packetsto D at total of
768 Kbps, which exceeds the link bandwidth to D: 512 Kbps. The packet loss rate in this example will
be roughly 33 percent even though the access contracts have been met.

It isimportant for IP SLASs to emphasize this, and specify that a packet is not committed for delivery
unlessit both meets the access contracts, and is sent within the possible receive rate at the destination.
This means that if a customer chooses to send 768 Kbps of traffic to a site with a link bandwidth of
512 Kbps, then the resulting loss is the customer’s responsibility. (The customer may deal with this by
buying more bandwidth on the link to site D.)

Figure 4-10 Committed Delivery in An IP Network
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A simple way of structuring SLAs for IP traffic is to use two classes of traffic. Thisresultsin atraffic
contract that is similar to a Frame Relay committed information rate.

Sample Service Level Agreement Using the Two-Class Model

The examplesin this section show atype of Service Level Agreement that aservice provider might offer
toits customers for | P traffic. Because the meeting of such a Service Level Agreement depends in part
on use of appropriate planning and monitoring processes by a service provider, the service levels
described areillustrative only and Cisco offers no guarantee that any particular network will be able to
meet the service levels described.

1. Thefirst 64 Kbps of traffic sent from a customer site each second is committed. (This definition is
slightly simplified for clarity. A real contract might specify that traffic is measured by atoken
bucket policer, and specify the token bucket parameters.) Any traffic that otherwise satisfies the
definition of committed traffic, but is sent so that the sum of the committed bandwidths sent to the
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receiver isgreater than the receiver’slink rate, is counted against the 64 Kbps of committed traffic,
but istreated as best-effort traffic for the purpose of clauses 3 to 10. Any packet fully in compliance
with this clause is referred to as a committed packet.

2. Excesstraffic, up to a total site bandwidth of 256 Kbps of traffic, will be accepted by the network
with no guarantee of delivery. Thisisreferred to as“best-effort” traffic or best-effort packets. (The
contract could specify that any traffic in excess of 256 Kbps would be discarded, but this limit
would typically be automatically enforced using alink late of 256 Kbps.)

3. Within each month, at least 99 percent of committed packets from this site will be delivered.

4. For each month: during the 1-hour period in which the lowest proportion of committed packetsis
delivered by the network, at least 90 percent of committed packets from this site will be delivered.

99.9 percent of committed packets delivered will be within 250 milliseconds of being accepted.
There is no guarantee that any best-effort traffic will be delivered.

99 percent of best-effort packets delivered will be within 1 second of being accepted.

® ~N o o

Of all the packets delivered, not more than 0.1 percent will be delivered out of order in which they
are received.

9. Of all the packets delivered, not more than 1 in 10° will have an error introduced by the network.
10. (Further clauses will specify costs, penalties if the clauses above are not met, and so on.)

The first two clauses define committed and best-effort packets, and the allowable rates for both.
Clause 1 excludes traffic that cannot possibly be delivered as discussed previously.

Clauses 3 and 4 provide realistic assurance of delivery of packets. Clauses 3 and 4 together allow for
relatively poor performance for periods of hours each month, while still assuring adequate delivery
performance during bad periods—such a period could indicate some need for improvement in the
providers's traffic modeling. Note that a provider must provision a network according to an accurate or
suitably over-estimated traffic model in order to have confidence in meeting an SLA such as this.
Alternatively, it is safer to provision a network using a“ maximum possibl e traffic” model, as discussed
earlier. Thiswould typically be done early in network deployment.

Clauses 5 and 7 specify loose delay bounds, which are straightforward to provide. Thiswill be
discussed in more detail in “Delay Limits” section on page 4-33.

Clause 8 is an important provision for | P traffic, namely that packets are delivered in order. TCP, UDP
and other transport protocols can deal with IP packet misordering, but large amounts of misordering can
lead to poor transport-layer performance. Fortunately, the queueing technologies used on Cisco
equipment ensures packet ordering within each Class of Service, except during rerouting.

It isalso desirable that premium and best-effort traffic is carried in the same queues, in order to ensure
packet ordering across both classes. Thisis quite possible on Cisco equipment, and preferenceis given
to the premium traffic by way of discard policies. Thisisdiscussed in more detail in “Discard Policies”
section on page 4-28.

Because rerouting is arare and short-lived event caused only by link or equipment outages, or manual
routing changes, it is easy to give a strong assurance of packet ordering. Modern telecommunications
networks, including those using Cisco equipment, rarely introduce bit errors. An error provision such
as Clause 9 is easy to meet.

Readers familiar with QoS guarantees and SLAsfor ATM and Frame Relay traffic may be surprised by
the weakness of the guarantees suggested in the example. The numbers suggested are entirely
reasonabl e for IP traffic, because most I P traffic is extremely tolerant of varying QoS. The SLA isalso
incomparably better than the SLAs offered on most public | P networks today: most public IP networks
offer no SLAsat all, and the Internet has been widely successful despitethis. Providerswho offer SLAs
of the strength suggested above will capture a large untapped market: customers requiring moderate
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guarantees for atruly connectionless I P network, but who do not wish to specify all point-to-point
bandwidth requirements. Traditional point-to-point QoS guarantees are over-engineered for the needs
of most IP traffic.

SomelPtraffic requiresstronger SLAs. Real-time IPtraffic isconsidered in the next example. Stronger,
Frame Relay-quality SLAs may be required for asmall minority of IP traffic, and these are considered
in “More Stringent Quality of Servicein IP+ATM Networks” section on page 4-25.

Sample Service Level Agreement with Provision for Real-Time Traffic

This section considers the types of Service Level Agreement a service provider might offer to its
customersfor I P traffic. Because the meeting of such aService Level Agreement dependsin part on use
of appropriate planning and monitoring processes by a service provider, the service levels described in
this paper areillustrative only and Cisco offers no guarantee that any particular network will be ableto
meet the service levels described.

1. The CPE may indicate that traffic isreal time by setting the IP Precedence field on each packet to
avaluegreater than 0. Any packets with precedence value greater than O will be treated asreal time,
and 64 Kbps of real-time traffic will be accepted. Any real-time traffic in excess of 64 Kbps will
be discarded. Furthermore, any traffic that otherwise satisfies this clause, but is sent so that the sum
of real-time bandwidths sent to the receiver is greater than the receiver’slink rate, is counted
against the 64 Kbps of real-time traffic, but istreated as best-effort traffic for the purpose of clauses
41009.

2. Thefirst 256 Kbps of non-real-time traffic sent from a customer site each second is committed. Any
traffic that otherwise satisfiesthis clause, but is sent so that the sum of the real-time and committed
bandwidths sent to the receiver is greater than the receiver’s link rate, is counted against the
256 Kbps of committed traffic, but is treated as best-effort traffic for the purpose of clauses 4 to 9.

3. Moretraffic up to atotal site bandwidth of 1024 Kbps will be accepted by the network with no
guarantee of delivery. Thisis referred to as best-effort traffic.

4. Within each calendar month, at least 99.9 percent of real-time packets from this site will be
delivered.

5. For each calendar month: during the 1-hour period, in which the lowest proportion of real-time
packets is delivered by the network, at least 99 percent of real-time packets from this site will be
delivered.

6. Within each calendar month, at least 99 percent of committed packets from this site will be
delivered.

7. For each calendar month: during the 1-hour period in which the lowest proportion of committed
packetsisdelivered by the network, at least 90 percent of committed packets from this site will be
delivered.

8. 99.9 percent of real-time packets which are delivered will be delivered within 100 milliseconds of
being accepted.

9. (Other clauses as per the previous example.)

If more than two traffic classes are supported, it is necessary to identify the preferred traffic classin
some way. Clause 1 defines a means of doing this. Alternatively, the provider equipment could detect
the CoS by using the contents of the IP packet headers. Cisco CAR allows for this.

Notethat IP Precedence 5 is the default class of Voice Over |P packets sent from Cisco equipment, and
that clause 1 supports any other equipment that marks real-time packets with a precedence greater than
0. Clause 1 strictly limits the real-time traffic that a site may send, and this helps in the engineering of
the network to support the real-time traffic class.
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In order to meet the relatively strong delivery agreements specified in Clauses 4 and 5, it might be
necessary to use a “maximum possible traffic” model for the real-time traffic. The remaining clauses
are similar to the previous example.

A provider must provision a network according to an accurate or suitably conservative traffic model in
order to have confidence in meeting an SLA such as this. Alternatively, it is safer to provision both the
real-time and committed traffic using a “ maximum possible traffic” model, as discussed in “Modeling
Network Traffic Flows to Meet Service Level Agreements’ section on page 4-10.

Adding a New Site

Step 1

Step 2

Step 3

Step 4

Because IP services are connectionless, normal processes of connection admission control are not
useful. The equivalent service admission control is a network management operation.

Consider the process of adding of a new customer site or set of sites. A typical service admission
process would follow this procedure:

As an ongoing monitoring operation, maintain a matrix A of the available bandwidth for each CoS
between each pair of Edge LSRs. This should consider engineering rules, for example that 25 percent
of the bandwidth for each CoS on each link should be left unallocated as a statistical reserve. Also
maintain a matrix R of bandwidth reserved for services that have been allowed (see Step 3) but not yet
activated.

Form amodel of the traffic introduced by the new service. Traffic modeling is discussed in “Modeling
Network Traffic Flows to Meet Service Level Agreements’ section on page 4-10. Thisresultsin a
matrix N.

Compare the new traffic N to the available bandwidth (A-R). If there is sufficient available bandwidth,
that is (A-R-N) > 0, then allow the new service and increase the reserved bandwidth R by the new traffic
N. Otherwise, refer the new service request to be dealt with by increasing the provisioning of the
network. If increased provisioning isn't possible, the service request must be rejected.

After the service is activated, allow some time (weeks or more) for the customer to start using the
service. Then decrease the reserved traffic Rby N, and deal with any further changesin customers' use
of bandwidth by the normal engineering processes.

This process is based on straightforward statistics collection and calcul ations and could be added to an
existing Operations Support System. In a similar manner to connection admission control for
point-to-point services, Service Admission Control will ensure that new services will receive their
desired quality of service.

What If There Isn’t Much Best-Effort Traffic in My Network?

A prevalence of best-effort traffic assists with the engineering of DiffServ networks by allowing for
very good QoS for premium traffic in the presence of approximate traffic estimates and without wasting
bandwidth. Best-effort traffic helps cushion premium traffic. If best-effort traffic is not prevalent, it is
still possible to use the engineering techniques described previously but there is an increased need for
accuracy in traffic models.
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These measures are helpful :

- Useinitial, maximum-possible traffic models for alonger period while statistics on actual traffic
patterns are gathered.

- Use MPLS Traffic Engineering.

Standardization

CAR and the use of Diffserv discussed in “ The Differential Services Approach to Quality of Service’
section on page 4-6 is based on the forthcoming MPLS and Differential Services standards from the
IETF. Cisco’'s implementation of these technologies is either fully compliant with the standards (to the
extent they are complete), or iscompliant with the older | P Precedence definitions and will be upgraded
to comply with DiffSev.

Relevant IETF documents are:
- “A Framework for Differentiated Services’ draft-ietf-diffserv-framework-02.txt
« “An Architecture for Differentiated Services,” RFC 2457
» “Assured Forwarding PHB Group” RFC 2587

- “MPLS Support of Differentiated Services by ATM LSRs and Frame Relay L SRs,”
draft-ietf-mpls-diff-ext-00.txt

» Request for Comment (RFC) documents are avail able from http://www.ietf.org/rfc.html
- Internet Drafts are available from http://www.ietf.org/ID.html

Some of these documents are Working Group Internet Drafts, works in progress at |ETF Working
Groups. Other Internet Drafts are referred to as Individual Internet Drafts. Individual Internet Drafts
have no status in the standardization process, except as proposals from an individual or company.
Individual Internet Drafts are easily recognized because “ietf” is not part of their name. Working Group
Internet Drafts, on the other hand, are called “draft-ietf-" followed by the name of the Working Group,
such as “mpls” or “diffserv,” followed by the title of the draft.

The Differential Services Approach to Quality of Service: Summary

Good Quality of Service can be provided to connectionless I P traffic, on MPLS networksin particular.
The process of doing thisinvolves several steps:

- Enforcement of access contracts at the edge of a network using Cisco CAR

« Using the access contracts as a basis for modeling traffic

- Optional refinement of traffic models based on operation of a network

» Setting of the links' queueing parameters according to the traffic models

- Offering SLASs of an appropriate form and strength for a connectionless | P service
- Service admission control
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MPLS Traffic Engineering

The forming and measuring of traffic models is an important part in the providing of good Quality of
Service for connectionless traffic. Cisco is developing tools to assist this process. The first of these,
MPLS Traffic Engineering, is currently available for Cisco router-based MPLS equipment and will be
extended to ATM-LSRs. MPLS Traffic Engineering works by automatically measuring the actual
traffic loads on the links of a network and then adjusts the routing of traffic to make best use of the
available bandwidth.

There are several other uses for MPLS Traffic Engineering. It provides support for afull range of
operational requirementsin IP networks, all related to the choosing of routes for traffic:

« Tofit IPtraffic to available link bandwidths to make best use of the links.

« To prepare for operational events like taking alink out of service by shifting traffic off the link
ahead of time.

- To dea with unexpected events like a sudden surge of traffic to a particular destination, which
would involve spreading the traffic surge around several alternative paths.

» To select specific routes, such as protected SONET links, for certain traffic.
Cisco’s implementation of MPL S Traffic Engineering works in this way:

- The network operator identifies candidate origin-destination traffic streams for adjustment by
traffic engineering.

» At each Label Switch Router, the time-averaged load on each link is measured by Cisco MPLS
Traffic Engineering software.

» Thelink loading information is distributed using the I P routing protocol used inside the network,
specifically OSPF or I1S-IS. Either OSPF or IS-1S is required, as these protocols are link-state
routing protocols that base their routing decisions on amap of the state of the linksin the network.
Distance vector routing protocols such as RIP and EIGRP will not work for this particular
application.

- Using optimization techniques, Cisco’s MPLS Traffic Engineering software attempts to find
alternative routes for the candidate streams of traffic so that the percentage |oads are minimized.
This re-optimization occurs at configurable interval's, and the default is one hour. Instability and
oscillations can result if the re-optimization interval is set too small, but the network will not react
to unexpected shiftsin traffic if it is too great. One hour is a reasonable compromise. This means
that traffic is routed so that it sees the lightest possible loads on the links it traverses.

- If astream of traffic isto be sent on adifferent route to the normal OSPF or |S-ISroute, the traffic
engineering software sets up an MPL S Label-Switched Path along the alternate route. This path is
known as a traffic engineering (TE) tunnel. Careful checks are made to ensure that the TE tunnel
does not lead to loops. Specifically, acheck is made to ensure that the exit of the tunnel is closer
to the destination than the ingress. This integrity check is repeated periodically and atunnel is
disabled if it fails the check, or fails to pass traffic.

Optimizing traffic routing using MPLS Traffic Engineering isillustrated in Figure 4-11. In Topology
(a) the mean load on the link between nodes E and Fis 91 percent. At thisload thereisimminent danger
that packet loss will occur, if it is not occurring already. MPLS traffic engineering will find candidate
streams to reroute away from that link, if possible.

For example, the L SPs between Edge LSRs A and B may be carrying significant amounts of traffic.
MPLS Traffic Engineering attempts to find an alternative route for one or more L SPs so that the load
on the (E, F) link is reduced without increasing the loads on other links to a similarly dangerous level.
So, depending on the bandwidth on the LSPs, it may be possible to solve the congestion by rerouting
traffic away from (E, F) along a different path.
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Figure 4-11 Reoptimization of Traffic Using MPLS Traffic Engineering
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Cisco’s implementation of MPL S Traffic Engineering acts automatically to spread |oads around a
networks' links as evenly as possible. It acts to minimize loads even if links are not currently
overloaded. In this way, Cisco MPLS Traffic Engineering actively prevents overloads wherever
possible.

MPLS Traffic engineering is based on measuring actual link loads. Existing QoS-aware routing
protocols such asthe ATM Forum’s PNNI are less useful for this application because they are based on
signaling of subscribed |oads, rather than measurement of actual bandwidth loads. As previously noted,
measurement of actual traffic is an important part of automating QoS in I P networks.

PNNI is not a good routing protocol for I P traffic for other reasons. Most notable is that there is no
simple way to make PNNI make routing decisions in conjunction with routing information from
standard IP routing protocols, namely OSPF and IS-IS. (There was a proposal called “IPNNI” to use
PNNI as an I P routing protocol instead of OSPF or |S-IS. Thisfailed because |SPs and carriers' Internet
groups had no intention of replacing their existing OSPF or I1S-IS infrastructures. Note that OSPF, in
particular, isfar more widely used than PNNI. IS-1Sis aso used by about half of the largest | SPs, and
by several carriers.)

MPLS traffic engineering based on OSPF or 1S-1S overcomes these limitations, and supports
measurement-based engineering of connectionless traffic. In addition, it can support PNNI-style
point-to-point bandwidth reservations where required, as discussed next.
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Note that these issues are relevant only for routing for MPLS LSPs. Cisco IP+ATM switches use a
full-featured PNNI implementation for traditional ATM connections: SVCs, SPVCs, and so on. MPLS
and traditional ATM connections can be operated on the same links.

The candidate flows for adjustment using MPL S Traffic Engineering must be identified ahead of time.
It will normally be found that arelatively small percentages of possible origin-destination traffic
streams account for a large proportion of traffic.

For exampl e, a network with 100 Edge L SRs has 9900 possibl e origin-destination streams, but it would
typically be found that 90 percent or more of the traffic in the network might be on afew hundred of
these. This means that MPL S Traffic Engineering can successfully optimize the traffic in a network by
optimizing routing for arelatively small number of candidate origin-destination streams. The other
streamswill beleft to follow the routes chosen normally by OSPF or 1S-IS. Note that this does not imply
lower quality of service for the non-candidate streams. These still benefit from the low link loads and
even distribution of traffic provided by MPL S Traffic Engineering.

The signaling used in Cisco’s implementation of MPLS Traffic Engineering, iscompliant with atraffic
engineering method approved by the MPLS Working Group. Extensions to carry link |oading
information in the 1S-1S and OSPF routing protocols are works in progress at the 1S-1S and OSPF
Working Groups at the IETF.

More Stringent Quality of Service in IP+ATM Networks

Previous discussions have described be provisioning of SLASs for connectionless traffic in the absence
of subscribed, point-to-point bandwidths. In some cases users will want harder PV C-like Quality of
Service guarantees for traffic between certain sites. This may be required for critical business
applications, disaster recovery, and so on. Cisco IP+ATM can meet these requirements in two ways.

The full MPLS solution is shown in Figure 4-12, Topology (). In this solution, MPLS Traffic
Engineering routes a L abel-Switched Path (L SP) with a specific, reserved bandwidth between two Edge
LSRs. ThisLSPisreserved for traffic between two particular customer sites. (L SPs may be aggregated
to help scalability—thisis discussed in “ Quality of Service for MPLS VPNS” below.) Per-V C queueing
will be used for this L SP. Because MPLS Traffic Engineering routes this L SP based on a reserved
bandwidth, rather an a measured bandwidth, these point-to-point L SPs will give QoS equivalent to
switched permanent virtual circuits (SPVCs). This allows IP SLAs to be extended to include traffic
reservations between specific sites.

Connectionless | P services require a service admission control (SAC) process rather than a traditional
connection admission control (CAC) process. The point-to-point L SP services, on the other hand, use
traditional CAC—the network will reject the connection if insufficient bandwidth is available.

There is an alternative to point-to-point MPLS links, which achieves the same results. With Cisco
IP+ATM networks, a single customer site with a single access link can access both a traditional
end-to-end PV C and a connectionless | P service as shown in Figure 4-12, Topology (b).

The IP service can be used to deliver connectionless SLAs and the PV C will deliver the extreme
reliability already present for Frame Relay and ATM services on Cisco IP+ATM switches. The
IP+ATM method is likely to be widely used for a al ong time because customers, such as banks, who
already have a Frame Relay or ATM service for existing transaction processing might not want to shift
away from Frame Relay or ATM for that traffic. If a customer’s established business processes are
running on long-used technology, it is quite reasonable for the customer to want to keep that existing
infrastructure. Cisco IP+ATM solutions allow existing Frame Relay and ATM connectivity to be
retained, while I P services are introduced for any-to-any connectivity for the new I P traffic, as shown
in Figure 4-12 Topology (c). The switches in the network carry both traditional Frame Relay and ATM
services, as well as |P services.
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Figure 4-12 Reserved Point-to-Point Bandwidths in MPLS Networks
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Quality of Service for MPLS VPNs

MPLS VPNs have the same QoS options as any other MPL S networks. Sitesin VPNs can subscribe to
specified rates of specified Classes of Service and the provider can offer connectionless Service Level
Agreements for those classes. Cisco committed access rate (CAR) is used at Provider Edge Routers
(PER) to enforce traffic contracts. Differentiated Services are used in the network core.

One of the advantages of Cisco MPLS VPNs is that the core L SRs do not have any knowledge or state
for individual VPNs. Thishas advantages for class-based service and fairness. In particular, if premium
traffic has precedence over best-effort traffic, then this applies irrespective of which VPNs are the
sources of the premium and best-effort traffic.

Site-to-site bandwidth reservations could be used with MPLS VPNSs, as shown in Figure 4-13
Topology (b). If there are two separate point-to-point L SPs with the same originating and destination
Provider Edge routers, then these may be aggregated into a single LSP as shown in Figure 4-13

Topology (c).
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This helps preserve the scalability advantages of MPLS VPNSs, specifically the absence of a per-VPN
state in the network core. When point-to-point L SPs are aggregated, Weighted Fair Queueing (WFQ)
isused to ensure that each site getsits correct share of the aggregated bandwidth, as shown in Topology

(d). This meansthat the QoS achieved with the aggregated L SPs is equivalent to that which is achieved
with separate L SPs.

Figure 4-13 Quality of Service in Virtual Private Networks
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Sometimes it is desirable to provision bandwidth within VPNSs to specific users and applications. This
can be achieved by running Cisco CAR on CPE routers. CAR can be used to give precedence or specific

bandwidths to specifics users or applications, as chosen by the customer. Thisisillustrated in
Figure 4-14.
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Figure 4-14 Providing Bandwidth to Specific Users and Applications in Virtual Private Networks
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Discard Policies

This discussion of Classes of Service has described how bandwidth is reserved for different Classes of
Service using class-based Weighted Fair Queueing (WFQ). Class-based WFQ is particularly useful for
differentiating between Classes of Service, but there are other options. Queues are used at the ingress
to each link in a network to ensure efficient use of the link and appropriately differentiation of service.

In anormal queueing system, packets are accepted into a queue up to a discard threshold. Past the
discard threshold, 100 percent of arriving packets are discarded. This discard characteristic is shownin
Figure 4-15, Topology (a).

An alternative is to have a single queue with more than one discard class, as shown in Topology (b).
Thisisused in Cisco IP+ATM switches to give Cell Loss Priority (CLP): cells with their CLP bit set
are discarded at alower queue occupancy than cells without their CLP bits set. This gives discard
priority to cells without their CLP bits set. CL P-bit setting will enable Cisco Edge LSRsto work in
conjunction with CLP on Cisco ATM-LSRs.
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An enhancement to hard discard thresholds is to use Random Early Discard (RED). With RED, some
packets are randomly discarded below the main discard threshold, shown in Figure 4-15 (c). This has
two main advantages:

» Because packetsare randomly discarded, thereis an easing of any problemswith unfair discarding,
which can occur when bursty traffic mixes with non-bursty traffic.

» Theearly discard triggers TCP/IP flow control to reduce flow on TCP/IP streams. This helps
prevent congestion and ensures that queues will not actually reach their full discard threshold.

Irrespective of whether WRED is used, there is some suggestion that UDP traffic can get unfairly good
QoS compared to TCP traffic because of TCP's behavior of backing off in the presence of packet loss.
If thisisfound to be a problem in practice, it may be solved by transmitting TCP and UDP traffic in
different Classes of Service.
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Figure 4-15 Discard Policies
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As with simple discards, there may be multiple RED characteristics for a single queue to deal with
multiple different Classes of Service. Thisis known as Weighted RED (WRED). Weighted RED is
illustrated in Figure 4-15, diagram (d). Cisco routers offer weighted RED, with up to eight discard
classes per queue.

Either multiple discard thresholds or WRED can be combined with weighted fair queueing. In the
example shown in Figure 4-16:

- Two different queues feed into asingle link: one for real-time traffic, and one for normal data
traffic.
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» Real-time traffic has reserved access to bandwidth B, using weighted fair queueing.

« There are two sub-classes of real-time traffic: In-Contract and Out-of-Contract. In-Contract
real-time traffic has discard priority over Out-of-Contract real-time traffic. This means:

— In-Contract real-time traffic has reserved access to bandwidth B,

— Out-of-Contract real-time traffic has access to any part of B, left unused by the In-Contract
traffic. 1t otherwise has no guarantee of bandwidth whatsoever.

« Normal datatraffic has reserved access to bandwidth B using weighted fair queueing.

« There are two sub-classes of normal data traffic.: committed and best effort. Committed traffic has
discard priority over best-effort traffic. This means:

— Committed traffic has reserved access to bandwidth B,

— Best-effort traffic has reserved access to any part of B left unused by the committed traffic. It
otherwise has no guarantee of bandwidth whatsoever.

Figure 4-16 Example of Combining Weighted Fair Queueing and Differential Discards
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Figure 4-17 shows the effects of offering various mixtures of traffic to the queues shown in Figure 4-16.
real-time traffic is has access to B, if it needsit, and normal datatraffic is has access to B.. However,
sometimes the out-of -contract real-time traffic or the best-effort traffic gets no bandwidth whatsoever.
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Figure 4-17 Effects of Combining Weighted Fair Queueing and Differential Discards
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This combination of weighted fair queueing and multiple discard thresholds may be useful for two
reasons:

- It may be desirable to give zero bandwidth guarantees to lower classes.

- Whentwo classes are in the same queue, but have different discard thresholds, then packet ordering
is guaranteed. If best-effort traffic were in a different queue to committed traffic, then best-effort
traffic would often be delivered out of order with respect to committed traffic. Because packet
ordering is an important part of IP SLAS, it isimportant to queue best-effort traffic in the same
gueue as committed traffic.

Delay Limits

Delay can be limited by appropriate setting of discard thresholds.

For example, if real-time traffic hasareserved servicerate of B,, and the discard threshold for real-time
traffic is set to D, , then the maximum delay at that queueis (D,/B,).

All discard thresholdsin Cisco IP+ATM equipment may be adjusted by the network operator. Real-time
IP applications are normally quite tolerant of delay jitter, so it is not clear whether specific engineering
for delay jitter isrequired in MPLS networks. If necessary, low jitter can be ensured by normal traffic
engineering methods involving over-allocation of bandwidth to real-time traffic.

A further option in Cisco IP+ATM equipment is to give real-time IP traffic priority access to spare
bandwidth, ahead of any other weighted fair queueing classes irrespective of their weight. Thisis
currently available in Cisco hardware and used for ATM Forum CBR and VBR traffic.

In Cisco IP+ATM networks, this over-allocation will typically not result in wasted bandwidth, as other
classes have access to bandwidth left unused by real-time traffic.

Alternative Service Types

In Cisco IP+ATM equipment, QoS isprovided for MPLS LV Cswith Diffserv Assured Forwarding (AF)
classes are supported using class-based weighted fair queueing. There are no per-V C bandwidth
allocations and per-VC queueing is not used as it is inconsistent with the DiffServ model.

Thereis adefault configuration. A network operator could override these mappings by using a feature
on IP+ATM switches called “Configurable Service Templates.” However, this is not recommended
because DiffServ Assured Forwarding assumes the use of class-based service and does not signal any
bandwidth parameters. The Diff Serv QoS model is quite different from ATM Forum per-VC QoS.

Although the default QoS classes may be overridden with other service classes, including ATM Forum
Traffic Management classes, the default mappings have been carefully chosen to be the most

appropriate.
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CHAPTER 5

Configuring MPLS with the BPX Switch and the
6400/7200/7500 Routers

This chapter provides information for configuring BPX switches and associated label switching
controllers along with edge routers for Multiprotocol Label Switching (MPLS) operation.

Procedures are provided for initial configuration of arouter and its various interfaces, including ATM
and Ethernet interfaces:

Introduction

Equipment and Software Requirements

Configuration Preview

Initial Setup of MPLS Switching

Configuration for BPX Switch Portions of the BPX 8650 ATM-LSRs
Configuration for LSC 1 and LSC 2 Portions of the BPX 8650
Configuration for Edge Label Switch Routers, LSR-A and LSR-B
MPLS Configures LV Cs According to the Routing Protocol
Testing the MPL S Network Configuration

Basic Router Configuration

Configuring Port Adapter Interfaces

Checking the Configuration

Using Configuration Mode

Cisco |OS Software Basics

Getting Context-Sensitive Help

Saving Configuration Changes

For further information regarding the Cisco 6400, 7200, or 7500 series, detailed software configuration
information is provided in the Cisco 10S configuration guide and Cisco 10S command reference
publications, which are available on the Cisco Documentation CD-ROM.
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W ntroduction

Introduction

Configuring the MPL S network consists of setting up ATM router/switches for MPLS. This requires
configuring the MPLS controller function on the router entity and the controlled (slave) function on the
switch entity of each node.

In the example given here for BPX MPLS nodes (BPX 8650 ATM-L SRs):
« Each MPLS node comprises:
— aCisco 6400 or 7200 or 7500 router
— aBPX switch shelf
« A Cisco 6400 or 7200 or 7500 router provides the controlling function to the BPX switch shelf.

When MPLS s running in the network, the routing protocol (such as OSPF) determines the paths
through the ML PS switch network from every Edge Label Switch Router (L SR) to every I P destination.
Based on this routing information, MPL S automatically sets up aLabel VC (LVC) aong each path by
using the Label Distribution Protocol (LDP).

Consider packets arriving at the edge of the MPL S network with a particular destination | P address:
1. Labelsare applied to these packets at the Edge L SR.

2. Theresulting ATM cells are forwarded along the appropriate LV C path through the network using
label swapping at each |abel switch until the far-end Edge LSR is reached.

3. Thefar-end Edge L SR removesthelabel, rebuildsthe frame, and forwards the | P packet to itsLAN
destination.

Equipment and Software Requirements

BPX 8650
- BCC-3-64, BCC-4-64, BCC-4-128
« BXM FW
« LSC Router:
— 7200 Series Router with NPE-150, NPE-200, or 7200V XR processor
— 7500 Series Router with RSP-2 or RSP-4 processor

— Cisco 6400

— 32 MB minimum, 64 MB recommended memory
- 10S:

— 12.0T(5) or later, IP-only release recommended
- SWSW:

— 9.2.10 or later
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Configuration Preview

Setting up label switching on a node involvesis essentially a three-step process:
1. Configuring BPX switch
a. BPX switch (label switch slaves) configuration
b. Router (label switch controller) configuration of router extended ATM interfaces on the BPX
for tag switching
2. Setting up edge routers (can include setting up policies, and so on)
3. IProuting (typically OSPF or IS-1S) automatically discovers the network topology
4. MPLS automatically sets up LV Cs across the network

Figure 5-1 shows a high-level view of an MPLS network. The packets destined for 204.129.33.127
could be real time video, while the packets destined for 204.133.44.129 could be from data files.

Once P routing and MPLS have been set up on the nodes as shown in Figure 5-1, (ATM-L SR 1 through
ATM-LSR 5, Edge LSR_A, Edge LSR_B, and Edge LSR_C), automatic network discovery is thereby
enabled. Then MPLS will automatically set up LV Cs across the network. At each ATM LSR (label
switch), label swapping is used to transport the cells across the previously set up LV C paths.

(*Label swapping” isaname for VCI switching, the underlying capability of an ATM switch.)

At the Edge L SRs, labels are added to incoming | P packets and labels are removed from outgoing
packets. Figure 5-1 shows | P packets with host destination 204.129.33.127 transported as |abeled ATM
cells across LV C 1, and IP packets with host destination 204.133.44.129 transported as labeled ATM
cellsacross LVC 2.

IP addresses shown are for illustrative purposes only and are assumed to be isolated from external
networks. Check with your Network Administrator for appropriate |P addresses for your network.
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Figure 5-1 High-Level View of Configuration of An MPLS Network
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Figure 5-2 is adetailed diagram showing the MPLS label swapping that might take place in the
transportation of the IP packets in the form of ATM cells across the network on the LVC1 and LVC2
virtual circuits:

1.

An unlabeled 1P packet with destination 204.133.44.129 arrives at Edge Label Switching Router
(LSR-A).

Edge L SR-A checksitslabel forwarding information base (L FIB) and matches the destination with
prefix 204.133.44.0/8.

LSR-A convertsthe AALS5 frameto cells and sends the frame out as a sequence of cellson 1/VCI
50.

ATM-LSR-1 (which isa BPX 8650 Label Switch Router) is controlled by a L abel Switch
Controller (6400, 7200, or 7500 router). The controller has an LFIB that was established by IP
routing and MPLS signaling. At the time the LFIB entries were established, the controller used the
V C switching information in the LFIB to establish VC connections in the switch. In this case, the
incoming cellson interface 2/V CI 50 are switched to outgoing interface 0/V Cl 42. The cell-by-cell
switching isinvisible to the controller, because the traffic is carried only by the switch and does
not pass through the controller.

Similarly, at ATM-LSR-2, the incoming cells on interface 2/VCl 42 are switched to outgoing
interface 0/V CI 90, according to the LFIB.

Edge L SR-C receives theincoming cells on incoming interface 1/V Cl 90, checksits LFIB, converts
the ATM cells back to an AALS frame, then to an I P packet, and then sends the outgoing packet
onto its LAN destination 204.133.44.129.
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Figure 5-2  Label Swapping Detail
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Initial Setup of MPLS Switching

This section provides an example of configuring BPX 8650 MPLS label switches (ATM-LSRs) for
MPLS switching of | P packets through an ATM network, along with configuration for 6400/7200/7500
routers for use as Label Edge Switch Routers (Edge L SRs) at the edges of the network.

The example in this section describes the configuration of:
- Edge LSR-A (7500 router)
» Edge LSR-C (7500 router)
-« ATM LSR-1 (BPX 8650 switch and controller)
- ATM LSR-2 (BPX 8650 switch and controller) as shown in Figure 5-3

The configuration of ATM LSR-3, ATM LSR-4, and ATM LSR-5 is not detailed, but would be
performed in asimilar manner to that for ATM LSR-1 and ATM LSR-2. Also, the configuration of Edge
LSR-B (7500 router) would be similar to that for Edge LSR-A and LSR-C.

The configuration of a BPX 8650 ATM-LSR consists of two parts:
« Configuring the BPX switch
» Configuring the associated label switch controller (Cisco 6400/7200/7500 routers)

Figure 5-3  Simplified Example of Configuring An MPLS Network
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Configuration for BPX Switch Portions of the BPX 8650
ATM-LSRs

The BPX nodes must be set up and configured in the ATM network, including links to other nodes, and
so on. Following this, they may be configured for MPL S operation.

To configure the BPX nodes for operation, you set up avirtual switch interface and associated partition
by using the cnfrsrc command.

You link the 6400, 7200, or 7500 router to the BPX by using the addshelf command to allow the
router’s label switch controller function to control the MPL S operation of a node.

You may distribute the resources of the partition between the associated ports. Resources include
bandwidth, VPI range, and number of logical connection spaces (LCNs). The VPIs are of local
significance, so they do not have to be the same for each port in a node, but it is generally convenient
from a tracking standpoint to keep them the same for a given BPX node.

Inthisexample, it is assumed that a single external controller per node is supported, so that the partition
chosen is always 1.

Command Syntax Summary for BPX Portion of MPLS Configuration

Syntax for associated commands, cnfrsrc, cnfgbin, addshelf are:

cnfrsrc slot.port.{virtual trk} nmaxpvclcns nmaxpvcbw [Edit parns ? y/n] partitionlD
e/d mnvsilcns maxvsilcns vsistartvpi vsiendvpi vsimnbw vsi maxbw

{if you enter “y”, to Edit parms?

cnfrsrc slot.port.{virtual trk} maxpvclcns maxpvcbw [Edit parns ? y/n]
{ accepts defaults if you enter “n” to Edit parms

cnfgbin <slot.port> <Qbin_#> <e/d> y/n <Qbin discard_thr> <Low EPD t hreshol d> <CLPhi >
<EFCl _t hr>

{If you enter “n” to not accept template values

cnfgbin <slot.port.[virtual trk}> <Qbin_#> <e/d> y/n

{If you enter “y” to accept template values.

addshel f <slot.port [virtual trk]> <device-type> <control |D> <control partition |D>
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Configuration for BPX 1 Portion of ATM-LSR-1

Step 1

Step 2

Step 3

To configure the BPX 8650 label switch routers, ATM-LSR-1 and ATM-LSR-2:

Command

Description

Check card status:
dspcds

Display statusof all cards, BXM cardsthat you are
configuring should be “ Standby” or “Active”. If
not perform ahard reset, “resetcd 1 h”, resets card
1, for example.

Check card connection capabilities:

This example shows that ports 1 and 2 together
have atotal of 7048 connections or “channels’

dspcd 1 .

P available for use. Ports 1 and 2 form a port group
Chnls:16320, PG[1} :7048, PG[2] : 7048 (PG). Similarly, ports 3and 4 are a port group with
PG[1}:1,2 alimit of 7048 connections. Unlessthereisagood

_ reason to do otherwise, it is best to leave many of
PG[2]:3, 4 the LCNs as spares. | this example, we will
allocate 1500 LCNs to MPLS on each port using
the cnfrsrc command.
dspcd 2
Chnls:16320, PG[1} :7048, PG[2] : 7048
PG[1}:1,2
PG[2]:3, 4
Enable BXM interfaces: In this example, trunk 1.1 isthe link to the LSC
uptrk 1.1 controller, and trunks 1.3 and 2.2 are set up for use
by LVCs.
uptrk 1.3
N,
uptrk 2.2 Ve

Note A BXM interfaceisa“trunk” if it
connects to another switch or MGX 8220
feeder. The VSI connectiontoan LSC is
also a“trunk.” Other interfaces are ports,
typically to service interfaces. Although
interfacesl.3 and 2.2 are configured as
trunks, in this example, MPL Swould also
work if they were configured as ports.
However, if links between BPX nodes
carry PV C connections as well as MPLS,
they must be trunks.

Note  Theuptrk and related commands are of
form uptrk <slot.port. [<virtual trk}>,
so if you are configuring avirtual trunk
the uptrk command for example, would be
of theform, uptrk 1.1.1, uptrk 1.1.2, and
so on. Either ports or trunks can be active
simultaneously on the same BXM.

l_ Cisco MPLS Controller Software Configuration Guide
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Command Description
Step4  Configure VSI partitions on the BXM interfaces: PV C LCNs: [256] default value. Reserves space

cnfrsrc 1.1 256 26000 y 1 e 512 1500 240 255 105000
105000

or if entered individually:

cnfrsrc 1.1

256 {PVC LCNSs, accept default value
26000

y {to edit VSI parameters

1 {partition

e {enable partition

512 {VSI min LCNs

1500 {VSI max LCNs

240 {VSI starting VPI

255 {VSI ending VPI
105000 {VSI min bandwidth
105000 {VSI max bandwidth

Repeat for BXM interfaces 1.3 and 2.2

cnfrsrc 1.3 256 26000 y 1 e 512 1500 240 255 105000
105000

cnfrsrc 2.2 256 26000 y 1 e 512 1500 240 255 105000
105000

on thislink for 256 AutoRoute PVCs (LCNs =
Logical Connection Numbers).

Three VS| partitions are supported, numbered 1
through 3. If in doubt, use partition 1 for MPLS.

VSI min LCNs: 512 and VSI max LCNs: 1500.
Guarantees that MPLS can set up 512 LV Cs on
thislink, but is allowed to use up to 1500, subject
to availability of LCNs.

VSl starting VPI: 240 and VSI ending VPI: 255.
Reserves VPIsin the range of 240-255 for MPLS.
Only oneVPisreally required, but afew more can
be reserved for future use. AutoRoute usesa VPl
range starting at 0, so MPLS should use higher
values. It is best to always avoid using VPIs“0”
and “1” for MPLS on the BPX 8650.

VPIsare locally significant. In this example, 240
is shown as the starting VPI for each port. A
different value could be used for each of the three
ports, 1.1, 1.3, and 2.2. But at each end of atrunk,
such as, between port 1.3 on ATM LSR-1 and port
1.3 0on ATM LSR-2, the same VPI must be
assigned.

V SI minimum bandwidth: 105000 and V Sl
maximum 105000. Guaranteesthat MPL S can use
105000 cps (about 40 Mbps) on thislink. More
can be allocated if required.

MPLS will never use an assigned bandwidth
greater than its minimum bandwidth. The
maximum bandwidth sets the maximum that can
be pre-allocated to connections of the specified
partition. The maximum bandwidth is a maximum
for connection admission purposes only. It can be
exceeded on a cell-by-cell basisif: @) there are
bursts of traffic on connections in this partition,
and b) bandwidth is left unallocated, or unused or
in connections in other partitions.

All MPLS connections on a link share the
guaranteed minimum bandwidth for MPLS. There
isno point in setting the maximum bandwidth
greater than the minimum for MPLS. Irrespective
of the maximum setting, MPLS connections can
burst into spare bandwidth in other partitions, as
just noted.

PV C maximum bandwidth: 26000. Guarantees
that PV Cs can always use up to 26000 cells per
second (about 10 Mbps) on this link.
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Command

Description

Step5  Enable MPLS queues on BXM:

dsgbin 1.1 10

and verify that it matches the following:
Qbin Database 1.1 on BXM gbin 10
Qin State:
Qi n discard threshold: 65536
EPD t hreshol d: 95%
Hi gh CLP threshol d:
EFCl threshol d: 40%

Enabl e

100%

If configuration is not correct, enter
cnfgbin 1.1 10 e n 65536 95 100 40
Repeat as necessary for BXM interfaces 1.3 and 2.2:
cnfgbin 1.3 10 e n 65536 95 100 40
cnfgbin 2.2 10 e n 65536 95 100 40

MPLS CoS uses Qbins 10-14.

Step6  Enable the VSI control interface:

addshelf 1.1vsi 11 {link to controller, ID = 1, partition = 1

The first “1” after “vsi” isthe VSI controller ID,

which must be set the same on both the BPX 8650
and the LSC. The default controller ID onthe LSC
is“1”.

The second “1” after “vsi” indicates that thisisa
controller for partition 1.

Configuration for BPX 2 Portion of ATM-LSR-2

Proceed with configuration as follows:

Command Description
Stepl  Check card status: Display statusof all cards, BXM cardsthat you are
configuring should be “ Standby” or “Active”. If
dspcds . .,
not perform ahard reset, “resetcd 1 h”, resets card
1, for example.
Step2  Check card connection capabilities: This example shows that ports 1 and 2 together
dsped 1 have atotal of 7048 connections or “channels”
available for use. Ports 1 and 2 form a port group
Chnls:16320, PG[1} :7048, PG[2] : 7048 (PG). Similarly, ports 3 and 4 are a port group with
PG[1}:1,2 alimit of 7048 connections. Unlessthereisagood
_ reason to do otherwise, it is best to leave many of
PG[2]:3 4 the LCNSs as spares. In this example, we will
allocate 1500 LCNs to MPLS on each port using
the cnfrsrc command.
dspcd 2
Chnls:16320, PG[1} :7048, PG[2] : 7048
PG[1}:1,2
PG[2]:3, 4
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Configuration for BPX Switch Portions of the BPX 8650 ATM-LSRs

Command Description
Step3  Enable BXM interfaces: In this example, trunk 1.1 isthe link to the LSC
controller, and trunks 1.3 and 2.2 are being set up
uptrk 1.1
as cross-connects for use by LV Cs.
uptrk 1.3
uptrk 2.2

Step4  Configure VSl partitions on the BXM interfaces:

cnfrsrc1.1 256 26000 y 1 e 512 1500 240 255 105000
105000

or if entered individually:

cnfrsrc 1.1

256 {PVC LCNSs, accept default value

26000

y {to edit VSI parameters

1 {partition

e {enable partition

512 {VSI min LCNs

1500 {VSI max LCNs

240 {VSlI starting VPI

255 {VSI ending VPI

105000 {VSI min bandwidth

105000 {V'SI max bandwidth
Repeat for BXM interfaces 1.3 and 2.2

cnfrsrc 1.3 256 26000 y 1 e 512 1500 240 255 105000
105000

cnfrsrc2.2 256 26000 y 1 e 512 1500 240 255 105000
105000

Cisco MPLS Controller Software Configuration Guide
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I Configuration for LSC 1 and LSC 2 Portions of the BPX 8650

Step 5

Step 6

Command

Description

Enable MPLS queues on BXM:
dspgbin 1.1 10
and verify that it matches the following:

Qbin Database 1.1 on BXM gbin 10
Qoin State: Enable
Qi n discard threshold: 65536
EPD t hreshol d: 95%
Hi gh CLP threshol d: 100%
EFCl threshol d: 40%

If configuration is not correct, enter

cnfgbin 1.1 10 e n 65536 95 100 40
Repeat as necessary for BXM interfaces 1.3 and 2.2:
cnfgbin 1.3 10 e n 65536 95 100 40
cnfgbin 2.2 10 e n 65536 95 100 40

MPLS CoS uses Qbins 10-14.

Enable the VSI control interface:

addshelf 1.1vsi 11 {link to controller, ID = 1, partition = 1

The first “1” after “vsi” isthe VSI controller ID,

which must be set the same on both the BPX 8650
and the LSC. The default controller ID onthe LSC
is“1”.

The second “1” after “vsi” isthe partition ID that
indicates thisis a controller for partition 1.

Configuration for LSC 1 and LSC 2 Portions of the BPX 8650

Before configuring the routers for the label switch (MPLS) controlling function, it is necessary to

Configuration for LSC1 Portion of ATM-LSR-1

Step 1
Step 2
Step 3

perform the initial router configuration.

As part of this configuration, it is necessary to enable and configure the ATM Adapter interface as
described in “Configuring ATM Interfaces” section on page 5-28.

Then the extended ATM interface can be set up for Label Switching, and the BPX ports configured by
the router as extended ATM ports of the router physical ATM interface according to the following

procedures for LSC1 and L SC2.

Command

Description

Preliminary

Router LSC1(config)# ip routing

Enable I P routing protocol.

Router LSC1(config)# ip cef switch

Enable Cisco express forwarding protocol.

interface L oopbackO

Define aloopback address. Thisisan IP address for
the LSC itself, and not for alink on the LSC or BPX.
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Configuration for LSC 1 and LSC 2 Portions of the BPX 8650 Il

Command

Description

Step 4

ip address 142.1.1.2 255.255.255.255

Assigning I P address to L oopbackO. It is important
that all loopback addressesin an MPLS network are
host addresses, that is, with a mask of

255.255.255.255. Using a shorter mask can prevent
MPL S-based VPN services from working correctly.

Step 5

Router LSC1(config)# interface ATM3/0

Enable physical interface link to BPX.

Step 6

Router LSC1(config-if)# no ip address

Step 7

Router L SC1(config-if)# tag-control-protocol vsi [controller
ID}

Enable router ATM port ATM 3/0 as tag switching
controller. Controller 1D defaultis 1, optional values
up to 32 for BPX.

Setting up interslave control link

Step 8

Router LSC1(config-if)# interface XtagATM 13

Interslavelink on 1.3 port of BPX (port 3of BXM in
slot 1). Thisis an extended port of the router
ATM3/0 port.

Step 9

Router L SC1(config-if)# extended-port ATM 3/0 bpx 1.3

Binding extended port xtagATM 13 to BPX slave
port 1.3.

Step 10

Router LSC1(config-if)# ip unnumbered LoopbackO

Make xtagATM[13/22] an unnumbered IP link,
using LoopbackO's I P address as a substitute for the
link IP address. The interfacesin an ATM MPLS
network should usually be unnumbered. This
reduces the number of IP destination-prefixesin the
routing table, and hence reduces the number of
labels and LV Cs used in the network.

Step 11

Router L SC1(config-if)# tag-switching ip

Enable MPLS for xtag interface xtagATM 13.

Setting up interslave port

Step 12

Router LSC1(config-if)# interface XtagATM 22

Interslavelink on 2.2 port of BPX (port 2 of BXM in
slot 2). Thisis an extended port of the router
ATM3/0 port.

Step 13

Router LSC1(config-if)# extended-port ATM3/0 bpx 2.2

Binding extended port xtagATM22 to BPX slave
port 2.2

Step 14

Router LSC1(config-if)# ip unnumbered LoopbackO

Make xtagATM[13/22] an unnumbered IP link,
using Loopback0's | P address as a substitute for the
link IP address. The interfacesin an ATM MPLS
network should usually be unnumbered. This
reduces the number of IP destination-prefixesin the
routing table, and hence reduces the number of
labels and LV Cs used in the network.

Step 15

Router L SC1(config-if)# tag-switching ip

Enable MPLS for xtag interface xtagATM 22.

Step 16

Router LSC1 (config-if)# exit
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I Configuration for LSC 1 and LSC 2 Portions of the BPX 8650

Command Description

Configuring routing protocol

Step 17 Router LSC1 (config-if)# Router OSPF 5 Configuring Open Shortest Path First (OSPF)
routing protocol or Enhanced Interior Gateway
Routing Protocol (EIGRP).

Step 18  Router LSC1 (config-if)# network 142.1.0.0 0.0.255.255 Setting up OSPF routing and assigning a process | D

area 0 of 5which islocally significant. The ID may be
chosen from awide range of available process|D up
to approximately 32,000.

Configuration for LSC2 Portion of ATM-LSR-2

Command Description
Preliminary
Stepl  Router LSC2(config)# ip routing Enable IP routing protocol.
Step2  Router LSC2(config)# ip cef switch Enable Cisco express forwarding protocol.
Step3  interface LoopbackO Define aloopback address. Thisisan IP address for
the LSC itself, and not for alink on the LSC or BPX.
Step4  ip address 142.1.1.3 255.255.255.255 Assigning | P address to L oopbackO. It is important

that all loopback addressesin an MPLS network are
host addresses, that is, with a mask of

255.255.255.255. Using a shorter mask can prevent
MPL S-based VPN services from working correctly.

Step5  Router LSC2(config)# interface ATM3/0 Enable physical interface link to BPX.
Step6  Router LSC2(config-if)# no ip address

Step7  Router LSC2(config-if)# tag-control-protocol vsi [controller |Enable router ATM port ATM3/0 as tag switching
ID] controller. Controller ID defaultis 1, optional values
up to 32 for BPX.

Setting up interslave control link

Step8  Router LSC2(config-if)# interface XtagATM 13 Interslavelink on 1.3 port of BPX (port 3 of BXM in
slot 1). Thisis an extended port of the router
ATM3/0 port.

Step9  Router LSC2(config-if)# extended-port ATM3/0 bpx 1.3 Binding extended port xtagATM13 to BPX slave
port 1.3.

Step10  Router LSC2(config-if)# ip unnumbered L oopback0 Make xtagATM[13/22] an unnumbered IP link,
using LoopbackQ’s | P address as a substitute for the
link IP address. The interfacesin an ATM MPLS
network should usually be unnumbered. This
reduces the number of IP destination-prefixesin the
routing table, and hence reduces the number of
labels and LV Cs used in the network.

Step11  Router LSC2(config-if)# tag-switching ip Enable MPLS for xtag interface xtagATM 1.
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Step 12

Step 13

Step 14

Step 15
Step 16

Step 17

Step 18

Configuration for Edge Label Switch Routers, LSR-Aand LSR-B

Command

Description

Setting up interslave port

Router LSC2(config-if)# interface XtagATM 22

Interslavelink on 2.2 port of BPX (port2 0sBXM in
slot 2). Thisis an extended port of the router
ATM3/0 port.

Router L SC2(config-if)# extended-port ATM 3/0 bpx 2.2

Binding extended port xtagATM22 to bpx slave
port 2.

Router LSC2(config-if)# ip unnumbered LoopbackO

Make xtagATM[13/22] an unnumbered IP link,
using LoopbackQ’s | P address as a substitute for the
link IP address. The interfacesin an ATM MPLS
network should usually be unnumbered. This
reduces the number of IP destination-prefixesin the
routing table, and hence reduces the number of
labels and LV Cs used in the network.

Router LSC2(config-if)# tag-switching ip

Enable MPLS for xtag interface xtagATM 22.

Router LSC2 (config-if)# exit

Configuring routing protocol

Router LSC2 (config-if)# Router OSPF 5

Configuring Open Shortest Path First (OSPF)
routing protocol or Enhanced Interior Gateway
Routing Protocol (EIGRP).

Router LSC2 (config-router)# network 142.1.1.3
0.0.255.255 area 0

Setting up OSPF routing and assigning a process | D
of 5whichislocally significant. You may choose the
ID from awide range of available process IDs up to
approximately 32,000.

Configuration for Edge Label Switch Routers, LSR-A and LSR-B

Before configuring the routers for the MPLS controlling function, it is necessary to perform the initial

router configuration.

As part of this configuration, you must enable and configure the ATM Adapter interface as described
in “Configuring ATM Interfaces” section on page 5-28.

Then you can set up the extended ATM interfacefor MPLS, and the BPX ports configured by the router
as extended ATM ports of the router physical ATM interface according to the following procedures for

LSR-A and LSR-C.

To configure the 7500 routers performing as label edge routers, use the procedures in the following

tables.
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Configuration of Cisco 7500 as An Edge Router, Edge LSR-A

Command

Description

Stepl  Router LSR-A (config)# ip routing

Enable I P routing protocol.

Step2  Router LSR-A(config)# ip cef distributed switch

Enable label switching for ATM subinterface.

Step3  Router LSR-A (config)# interface LoopbackO

Define aloopback address.

Step4  Router LSR-A(config)# ip address 142.1.1.1
255.255.255.255

Assigning | P address to L oopbackO.

Step5  Router LSR-A(config)# interface ATM4/0/0

Step6  Router LSR-A(config-if)# no ip address

Step7  Router LSR-A(config-if)# interface ATM4/0/0.9 | abel
switching

Interface can be basically any number within range
limits ATM4/0/0.1, ATM 4/0/0.2, and so on.

Step8  Router LSR-A(config-if)# ip unnumbered L oopbackO

Network 142.1.0.0 0.0.255.255 area 0.

Step9  Router LSR-A(config-if)# tag-switching ip

Configuring routing protocol

Step10  Router LSR-A (config-if)# Router OSPF 5

Configuring Open Shortest Path First (OSPF)
routing protocol or Enhanced Interior Gateway
Routing Protocol (EIGRP).

Step11 Router LSR-A (config-router)# network 142.1.0.0
0.0.255.255 area 0

Setting up OSPF routing and assigning a process | D
of 5 which islocally significant. The ID may be
chosen from awide range of available process IDs
up to approximately 32,000.

Configuration of Cisco 7500 as An Edge Router, Edge LSR-C

Command

Description

Stepl  Router LSR-C (config)# ip routing

Enable IP routing protocol.

Step2  Router LSR-C(config)# ip cef distributed switch

Enable label switching for ATM subinterface.

Step3  Router LSR-C(config)# interface LoopbackO

Define aloopback address.

Step4  Router LSR-C(config)# ip address 142.1.1.4.
255.255.255.255

Assigning | P address to L oopbackO.

Step5  Router LSR-C(config)# interface ATM 2/0/0

Step6  Router LSR-C(config-if)# no ip address

Step7  Router LSR-C(config-if)# interface ATM2/0/0.3
tag-switching

Step8  Router LSR-C(config-if)# ip unnumbered L oopbackO

Network 142.1.1.4. 0.0.255.255 area 0.

Step9  Router LSR-C(config-if)# tag-switching ip
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MPLS Configures LVCs According to the Routing Protocol 1l

Command

Description

Configuring routing protocol

Step10 Router LSR-C (config-if)# Router OSPF 5

Configuring Open Shortest Path First (OSPF)
routing protocol or Enhanced Interior Gateway
Routing Protocol (EIGRP).

Step11 Router LSR-C (config-router)# network 142.1.1.4.
0.0.255.255 area 0

Setting up OSPF routing and assigning a process |1D
of 5whichislocally significant. You may choose the
ID from awide range of available process IDs up to
approximately 32,000.

MPLS Configures LVCs According to the Routing Protocol

After you have completed the initial configurati
described in the previous paragraphs, the routin

on procedures for the BPX 8650 and Edge LSRs as
g protocol (such as OSPF) runs and builds routing

protocols in each LSC and Edge LSR. The MPLS software in these devices then uses the Tag

Distribution Protocol to set up LVCs, including

Figure 5-4 Example of LVCs in An MPLS Switched Network

those shown in Figure 5-4.
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I Testing the MPLS Network Configuration

Testing the MPLS Network Configuration

Preliminary testing of the MPLS network consists of:
« Checking VSI status
« Checking the MPLS interfaces
» Checking the MPLS discovery process

Useful LSC Commands

The following are some of the useful L SC (also referred to as TSC) commands for monitoring and
troubleshooting an MPL S network:

show controllers VSI descriptor [descriptor]
show tag int

show tag tdp disc

For a complete description of these LSC commands refer to the related IOS MPL S documentation:
» Label Switching on Cisco 7000 Family
» Label Switch Controller

Checking the BPX Extended ATM Interfaces

Step 1

Use the following procedure as a quick checkout of the tag switching configuration and operation with
respect to the BPX switch, for example ATM LSR-1:

Wait a while. Then check whether the controller sees the interfaces correctly; on LSC1, for example,
enter the following command:

Command Description

Router L SC1# show controllers VSI ATM3/0 Shows V Sl information for extended
ATM interfaces.

Cisco MPLS Controller Software Configuration Guide
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Testing the MPLS Network Configuration

The sample output for ATM-LSC-1 (BPX 8650 shelf) is:

A

Note  Check the LSC online documentation for the most current information.

Phys desc: 1.1

Log intf: 0x00040100 (0.4.1.0)

I nterface: sl ave control port

| F status: n/ a | FC state: ACTIVE

Mn VPI: 0 Maxi mum cel | rate: 10000

Max VPI : 10 Avai |l abl e channel s: xxx

Mn VC : 0 Avail able cell rate (forward): XxXxXxXxx
Max VCl : 65535 Avail abl e cell rate (backward): xxxxxx

Phys desc: 1.3

Log intf: 0x00040200 (0.4.2.0)

I nterface: Ext TagATML3

I F status: up | FC state: ACTIVE

Mn VPI: 0 Maxi mum cel | rate: 10000

Max VPI : 10 Avai | abl e channel s: xxx

Mn VCl : 0 Avail able cell rate (forward): XxXXXxX
Max VC : 65535 Avail abl e cell rate (backward): xxxxxx

Phys desc: 2.2

Log intf: 0x00040300 (0.4.3.0)

I nterface: Ext TagATM22

| F status: up | FC state: ACTIVE

Mn VPI: 0 Maxi mum cel | rate: 10000

Max VPI : 10 Avai | abl e channel s: xxx

Mn VCl : 0 Avail able cell rate (forward): XxXXXXX
Max VCl : 65535 Avail abl e cell rate (backward): xxxxxx

Step 2 If there are no interfaces present, first check that card 1 isup,
by using this command on the BPX switch:

dspcds

and, if the card is not up, in this example BXM in slot 1 of the BPX shelf:

resetcd 1 h
and/or remove the card to get it to reset if necessary.

N

Note  Thisexample assumes that the controller is connected to card 1 on the switch.
Substitute a different card number, as applicable.

Step3  Check the trunk status with the following command:
dsptrks

Cisco MPLS Controller Software Configuration Guide
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Thedsptrksscreen for ATM-LSR-1 should show the 1.1, 1.3, and 2.2 MPL Sinterfaces, with the * Other
End” of 1.1 reading “VSI (VSI)”. Here’s atypical dsptrks screen:

n4

T

A

Type

E3
E3
E3
E3
T3
T3

NP PO OGOOawd D
NWRNRWNR R R

Last Conmand:
Next Command:

Step 4
dspnode

TN Super User

Current
Clear -
Clear -
Clear -
Clear -
Clear -
Clear -
Clear -
Clear -
Clear -
Clear -

dsptrks

BPX 15

-

ine Alarm St atus

RAIFIFAIRRRIKIR

Enter the dspnode command.

9.3.10

August 4 2000 16:45 PST

O her End
j4al2.1

j 6C(AXI S)
j6al5.2
j3b/3

i 5¢( 1 PX/ AF)
j4al 4.1
j3b/4

VSI (VSI)

The resulting screens should show trunk 1.1 (link to LSC on ATM-LSR-1) astype VSI. Here's typical

TN Super User

Type
AXI S

| PX/ AF

dspnode screen:
n4

Trunk Name
3.1 j 6C
5.3 j 5¢
1.1 Vsl

Last Command:

Next Command:

VSI

dspnode

BPX 15

BPX I nterface Shelf

Al arm
M N
M N
K

9.3.10

I nformation

August 4 2000 16:46 PST
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Step 5

Step 6

Step 7

Testing the MPLS Network Configuration

Enter the dsprsrc command:

dsprsrc 1.1 1
The resulting screen should show these settings:

n4 TN Super User BPX 15 9.3.10 August 4 2000 16: 47 PST
Port/Trunk : 1.1
Maxi mum PVC LCNS: 256 Maxi mum PVC Bandwi dt h: 105000

Mn Len(1l) : O Mn Len(2) : O

Partition 1

Partition State : Enabl ed

M ni mrum VS| LCNS: 512

Maxi mum VS| LCNS: 1500

Start VSI VPI: 240

End VSI VPI : 255

M ni mum VSl Bandwi dth : 26000 Maxi mum VS| Bandwi dth : 105000

Last Conmmand: dsprsrc 1.1 1

Next Command:

Enter the dspgbin command:

dspgbin 1.1 10
The resulting screen should show these settings:

n4 TN Super User BPX 15 9.3.10 August 4 2000 16: 48 PST

Qbin Database 1.1 on BXM ghin 10

Qin State: Enabl ed
M ni mum Bandwi dt h: 0

Qvin Discard threshol d: 65536
Low CLP threshol d: 95%

Hi gh CLP threshol d: 100%
EFCl threshol d: 40%

Last Command: dspgbin 1.1 10

Next Command:

If interfaces 1.3 and 2.2 are present, but not enabled, perform the previous debugging steps for
interfaces 1.3 and 2.2 instead of 1.1, except for the dspnode command, which does not show anything
useful pertaining to ports 1.3 and 2.2.
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Step 8

Step 9

Step 10

Step 11

Step 12

Try a ping on the label switch connections. If the ping doesn't work, but all the label switching and
routing configuration looks correct, check that the LSC has found the V Sl interfaces correctly by
entering the following command at the L SC:

Command Description

Router LSC1# show tag int Shows the label interfaces.

If the interfaces are not shown, recheck the configuration of port 1.1 on the BPX switch asdescribed in
the previous steps.

If the VSI interfaces are shown, but are down, check whether the L SRs connected to the BPX switch
show that the lines are up. If not, check such items as cabling and connections.

If the LSCs and BPX switches show the interfaces are up, but the L SC doesn't show this, enter the
following command on the LSC:

Rout er LSCl1# rel oad

If the “show tag int” command shows that the interfaces are up, but the ping doesn't work, enter the
follow command at the LSC:

Router LSCl# tag tdp disc

The resulting display should show something similar to this:

Local TDP ldentifier:
30. 30.30.30:0
TDP Di scovery Sources:
Interfaces:
Ext TagATML. 3: xmt/recv
Ext TagATM2. 2: xmt/recv

If the interfaces on the display show “xmit” and not “xmit/recv”, then the LSC is sending LDP
messages, but not getting responses. Enter this command on the neighboring L SRs.

Router LSCl# tag tdp disc

If resulting displays also show “xmit” and not “xmit/recv”, then one of two thingsis likely:
a. TheLSCisnot able to set up VSI connections

b. TheLSCisableto set up VSI connections, but cells are not transferred because they cannot get
into a queue

Check the V SI configuration on the switch again, for interfaces 1.1, 1.3, and 2.2, paying particular
attention to:

a.  maximum bandwidths are at least a few thousands cells per second
b.  Qbinsare enabled
c.  al Qbin thresholds are non-zero

N

Note VSl partitioning and resources must be set up correctly on the interface connected
to the LSC, interface 1.1 in this example, as well asinterfaces connected to other
label switching devices.
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Basic Router Configuration

Basic Router Configuration

This section provides basic configuration information for the Cisco 6400, 7200, or 7500 routers used
as the Label Switch Controller for the BPX 8650:

» Accessing the Router Command-Line Interface
- Booting the Router for the First Time
« Configuring the Router for the First Time

Accessing the Router Command-Line Interface

To configure a router, you must access its command line interface (CLI).

If you will be configuring the router on-site, connect a console terminal (an ASCII terminal or a PC
running terminal emulation software) to the consol e port on the router.

For remote access, connect a modem to the auxiliary port on the router.

Booting the Router for the First Time

Each time you turn on power to the router, it goes through the following boot sequence:

1. Therouter goes through power-on self-test diagnostics to verify basic operation of the CPU,
memory, and interfaces.

2. The system bootstrap software (boot image) executes and searches for a valid Cisco 10S image.
The factory-default setting for the configuration register is 0x2102, which indicates that the router
should attempt to load a Cisco 10S image from Flash memory.

3. If after five attempts avalid Cisco |0S image is not found in Flash memory, the Cisco router
reverts to boot ROM mode (which is used to install or upgrade a Cisco 10S image).

4. If avalid Cisco 10S image is found, then the Cisco router searches for avalid configuration file.

5. If avalid configuration file isnot found in NVRAM, the Cisco router runs the System
Configuration Dialog so you can configure it manually. For normal router operation, there must be
avalid Cisco |0OS image in Flash memory and a configuration filein NVRAM.

Thefirst time you boot the router, you need to configure the router interfaces and then save the
configuration to afilein NVRAM. Proceed to the next section, “Configuring the Router for the First
Time,” for configuration instructions.

Configuring the Router for the First Time

You can configure the Cisco router by using one of the procedures described in this section:

» Using the System Configuration Dialog
Recommended if you are not familiar with Cisco |0S commands.

» Using Configuration Mode
Recommended if you are familiar with Cisco |OS commands.
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@

« Using Auto Install
Recommended for automatic installation if another router running Cisco 10S software isinstalled
on the network. This configuration method must be set up by someone with experience using
Cisco 10S software.

Timesaver

Obtain the correct network addresses from your system administrator or consult your
network plan to determine correct addresses before you begin to configure the router.

Usethe procedure that best meets the needs of your network configuration and level of experience using
Cisco 10S software.

If you use configuration mode or Autolnstall to configure the router and you would like a quick review
of the Cisco 10S software, refer to the section “ Cisco 10S Software Basics’ later in this chapter.
Otherwise, proceed to the next section, “Using the System Configuration Dialog.”

Using the System Configuration Dialog

Note

If your router does not have a configuration (setup) file and you are not using Autolnstall, the router
will automatically start the setup command facility. An interactive dialog called the System
Configuration Dialog appears on the console screen. This dialog helps you navigate through the
configuration process by prompting you for the configuration information necessary for the

Cisco router to operate.

Many prompts in the System Configuration Dialog include default answers, which are
included in square brackets following the question. To accept a default answer, press
Return; otherwise, enter your response.

This section gives a sample configuration using the System Configuration Dialog. When you are
configuring your router, respond as appropriate for your network.

At any time during the System Configuration Dialog, you can request help by entering a question mark
(?) at aprompt.

Before proceeding with the System Configuration Dialog, obtain from your system administrator:
» the node addresses
- the number of bitsin the subnet field (if applicable) of the Ethernet and synchronous serial ports
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Basic Router Configuration

To configure the router by using the System Configuration Dialog:

Stepl  Connect aconsole terminal or modem to the router and power ON the router.

Step2  Wait about 30 secondsfor messagesto be displayed, corresponding to the Cisco 10S release and feature
set you selected. The screen displays in this section are for reference only and might not exactly reflect
the screen displays on your console:

Syst em Boot strap, Version 11.1(13)CA, EARLY DEPLOYMENT RELEASE SOFTWARE (fc1)
BOOTFLASH: 7200 Sof tware (C7200-BOOT-M, Version 11.1(24)CC, EARLY DEPLOYMENT RELEASE
SOFTWARE (fc1)

cisco 7206 (NPE200) processor with 122880K/ 8192K bytes of nenory.
R5000 CPU at 200Mz, |nplenentation 35, Rev 2.1, 512KB L2 Cache
6 slot mdplane, Version 1.3

Restricted Rights Legend

Use, duplication, or disclosure by the Governnent is
subject to restrictions as set forth in subparagraph

(c) of the Commercial Conputer Software - Restricted

Ri ghts clause at FAR sec. 52.227-19 and subparagraph

(c) (1) (ii) of the Rights in Technical Data and Conputer
Software clause at DFARS sec. 252.227-7013.

Cisco Systens, Inc.
170 West Tasman Drive
San Jose, California 95134-1706

Cisco Internetwork Operating System Sof tware

10S (tm 7200 Software (C7200-P-M, Version 12.0(5.0.2)T2, MAI NTENANCE | NTERI M SOFTWARE
Copyright (c) 1986-1999 by cisco Systens, Inc.

Conpi |l ed Sun 11-Jul -99 08:26 by kpna

I mage text-base: 0x60008900, data-base: 0x60D64000

4 Ethernet/| EEE 802.3 interface(s)

1 FastEthernet/| EEE 802.3 interface(s)

1 ATM network interface(s)

125K bytes of non-volatile configuration nenory.
4096K byt es of packet SRAM nenory.

20480K bytes of Flash PCMCIA card at slot O (Sector size 128K).
107520K bytes of ATA PCMCIA card at slot 1 (Sector size 512 bytes).
4096K bytes of Flash internal SI MM (Sector size 256K).
Configuration register is 0x102

--- System Configuration Dialog ---

At any point you may enter a question mark '?'" for help.

Use ctrl-c to abort configuration dialog at any pronpt.

Default settings are in square brackets '[]'.

Would you like to enter the initial configuration dialog? [yes]:

Step3  Press Return or enter yes to begin the configuration process.
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Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

Step 10

When the System Configuration Dialog asks whether you want to view the current interface summary,
press Return or enter yes:

First, would you like to see the current interface sumary? yes

Any interface listed with OK? value "NO' does not have a valid configuration

Interface | P- Addr ess OK? Method Status Pr ot ocol
Et hernet 0 unassi gned NO unset up down
Serial 0 unassi gned NO unset down down
TokenRi ng0 unassi gned NO unset reset down
ATM 0 unassi gned NO unset reset down

Configure the global parameters. Here's atypical configuration:

Enter host nane [7200router]: aries

Next, you are prompted to enter an enable secret password. There are two types of privileged-level
passwords:

» Enable secret password (a secure, encrypted password).
- Enable password (a less secure, nonencrypted password).

The enable password is used when the enable secret password does not exist. For maximum security,
be surethe passwords are different. If you enter the same password for both, the Cisco router will accept
your entry, but will display a warning message indicating that you should enter a different password.

Enter an enable secret password:

The enabl e secret is a one-way cryptographic secret used
instead of the enabl e password when it exists.

Enter enabl e secret: orca

The enabl e password is used when there is no enable secret and when using ol der software
and sonme boot inmges.

Enter the enable and virtual terminal passwords:

Enter enabl e password: xxxx
Enter virtual term nal password: yyyy

Press Return to accept Simple Network Management Protocol management, or enter no to refuse it:
Configure SNVP Network Managenent? [yes]: no

In this example, the Cisco router is configured for AppleTalk, IP, MPLS, and Internetwork Packet
Exchange. Configure the appropriate protocols for your router:

Configure Vines? [no]:

Configure LAT? [no]:

Configure Appl eTal k? [no]:

Mul ti zone networks? [no]: yes
Configure DECnet? [no]:

Configure I P? [yes]:

Configure MPLS? [no]: yes
Configure IGRP routing? [yes]: no
Your | GRP autononous system nunber [1]: 15
Configure CLNS? [no]:

Configure bridging? [no]:
Configure | PX? [no]:

Configure XNS? [no]:

Configure Apollo? [no]:
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N

Note  Itisrecommended that an MPLS network use either OSPF or IS-1S routing as its
routing protocol. EIGRP will also work, but it does not support the useful MPLS
feature Traffic Engineering. IGRP and RIP protocols are not recommended.

Configuring Port Adapter Interfaces

Here is an overview of the procedure:
1. Make port adapter cable connections and compl ete basic configuration on the router.

2. Configurethe applicable port adapter interfaces on therouter, Ethernet, Fast Ethernet, ATM, FDDI,
and so on.

3. Configure the router for MPLS operation.
4. Add permanent virtual circuits (PVCs) as applicable.

Preparing to Configure Port Adapter Interfaces

If you want to configure interfaces in a new Cisco 6400, 7200, or 7500 series router, or if you want to
change the configuration of an existing interface, be prepared with the information you will need:

» Protocols you plan to route on each new interface.
» Internet protocol (IP) addresses if you plan to configure the interfaces for I P routing.
- Thetypes of interfaces that will be used.

The configure command requires privileged-level access to the EXEC command interpreter, which
usually requires a password. Contact your system administrator if necessary to obtain EXEC-level
access.

Identifying Chassis Slot, Port Adapter Slot, and Interface Port Numbers

You will need to identify chassis slot, port adapter slot, and interface port numbers on the 6400, 7200,
or 7500 Series routers for all port adapter interface types.

Physical port addresses specify the actual physical location of each interface port, regardless of the
type.

You can identify port adapter interface ports by physically checking the slot/interface port location on
the 7200 or 7500 Seriesrouters, or by using the show commands to display information about a specific
interface or all interfaces.
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Configuring ATM Interfaces

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7
Step 8

This section provides the procedure for a basic interface configuration.

Press the Return key after each step unless otherwise noted. At any time you can exit the privileged
level and return to the user level by entering disable at the prompt as follows:

Cisco 7200 Router# disable

Cisco 7200 Router>

To perform a basic configuration:

At the privileged-level prompt, enter configuration mode and specify that the console terminal will be
the source of the configuration subcommands:

Cisco 7200 Router# configure term nal
Enter configuration conmands, one per line. End with CNTL/Z.
Cisco 7200 Router (config)#

At the prompt, enter:

a. thesubcommand interface to specify the interface to be configured

b. then atm to specify port adapter type

c. then slot/port (port adapter slot number and interface port number)

This example is the 1/0 interface of the ATM port adapter in a 7200 series router:

Cisco 7200 Router (config)# interface switch atm1/0

If IP routing is enabled on the system, you can assign an |P address and subnet mask to the interface
with the ip address configuration subcommand:

Cisco 7200 Router (config-if)# ip address 224.135.128.44 255.255.255.0

Add any additional configuration subcommands required to enable routing protocols and set the
interface characteristics.

Change the shutdown state to UP and enable the interface:
Cisco 7200 Router (config-if)# no shutdown

Repeat Step 2 through Step 5 to configure additional interfaces as required.
When you have completed the configuration, press Ctrl-Z to exit configuration mode.
Write the new configuration to nonvolatile memory:

Ci sco Router 7200# copy running-config startup-config

[X]
Ci sco Router 7200#

N

Note If you are going to unattach/reconfigure the ATM interface cable, use the
shutdown command prior to this action. After re-attaching the ATM interface
cable, use the no shutdown command to bring the ATM interface into an up state.
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Checking the Configuration

Other Router Interfaces

The router has other interfaces for carrying IP traffic. Refer to the Cisco 7200 or 7500 series router
documentation, as applicable.

Checking the Configuration

After configuring the new interface, use:
» the show commands to display the status of the new interface or all interfaces
« the ping command to check connectivity

Using Show Commands to Verify the New Interface Status

This procedure uses show commands to verify that the new interfaces are configured and operating
correctly:

Stepl  Usethe show version command to display the system hardware configuration. Ensure that the list
includes the new interfaces.

Step2  Display all the current port adapters and their interfaces by using the show controllers command.
Verify that the new port adapter appears in the correct slot.

Step3  Specify one of the new interfaces by using the show interfaces port adapter type slot/interface
command.

a. Verify that the first line of the display specifies the interface with the correct slot number.
b. Verify that the interface and line protocol are in the correct state: up or down.

Step4  Display the protocols configured for the entire system and specific interfaces with the show protocols
command. If necessary, return to configuration mode to add or remove protocol routing on the system
or specific interfaces.

Step5  Display the running configuration file with the show running-config command.
Step6  Display the configuration stored in NVRAM using the show startup-config command.
Step7  Verify that the configuration is accurate for the system and each interface.

If the interface is down and you configured it as up, or if the displays indicate that the hardware is not
functioning properly, ensure that the network interfaceis properly connected and terminated. If you still
have problems bringing the interface up, contact a service representative for assistance.

Using Show Commands to Display Interface Information

To display information about a specific interface, use the show inter faces command with the interface
type and port address in the format show interfaces [type slot/port] for the Cisco router.
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Cisco Show Interfaces Command

Here is an example of how the show interfaces [type slot/port] command displays status information
(including the physical slot and port address) for the interfaces you specify. (Interfaces are
administratively shut down until you enable them.)

Cisco 7200 Router 3# sh int e 2/0

Et hernet2/0 is admi nistratively down, line protocol is down
Hardware i s AndP2 Ethernet, address is x.x.x.x (bia 0000.0ca5.2389)
MIU 1500 bytes, BW 10000 Kbit, DLY 1000 usec, rely 255/255, |oad 1/255
Encapsul ati on ARPA, | oopback not set, keepalive set (10 sec)

(display text omitted]

When running the show interfaces type slot/port command, use arguments such as the interface type
(Ethernet, and so on), slot, and the port number (slot/port) to display information about a specific
Ethernet 10BASE-T interface only.

The show version (or show hardware) command displays the configuration of the system hardware
(the number of each port adapter type installed), the software version, the names and sources of
configuration files, and the boot images. Here’'s an example of the show ver sion command:

7200 router 1>show version

Cisco Internetwork Operating System Sof tware

IOS (tm) 7200 Software (C7200-P-M, Version 12.0(5.0.2)T2, MAI NTENANCE | NTERI M SOFTWARE
Copyright (c) 1986-1999 by cisco Systens, Inc.

Conpi |l ed Sun 11-Jul -99 08:26 by kpna

I rage text-base: 0x60008900, data-base: 0x60D64000

ROM System Bootstrap, Version 11.1(13)CA, EARLY DEPLOYMENT RELEASE SOFTWARE (fcl)
BOOTFLASH: 7200 Sof tware (C7200- BOOT- M, Version 11.1(24)CC, EARLY DEPLOYMENT RELEASE
SOFTWARE (fcl)

7200 router 1 uptine is 2 weeks, 2 hours, 38 minutes

System returned to ROM by rel oad
Systemimage file is "tftp://173. xx. xx. xx/ ¢c7200- p-ne. 120-5.0. 2. T2"

cisco 7206 (NPE200) processor with 122880K/ 8192K bytes of nenory.
R5000 CPU at 200Mz, |nplenentation 35, Rev 2.1, 512KB L2 Cache
6 slot mdplane, Version 1.3

Last reset from power-on

X. 25 software, Version 3.0.0.

4 Ethernet/| EEE 802.3 interface(s)

1 FastEthernet/| EEE 802.3 interface(s)

1 ATM network interface(s)

125K bytes of non-volatile configuration nenory.
4096K byt es of packet SRAM nenory.

20480K bytes of Flash PCMCIA card at slot O (Sector size 128K).
107520K bytes of ATA PCMCI A card at slot 1 (Sector size 512 bytes).
4096K bytes of Flash internal SI MM (Sector size 256K).
Configuration register is 0x102

7200 router 1>
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To determine which type of port adapter isinstalled in your system, use the show diag command.
Specific port adapter information is displayed:

7200 router 1>show di ag

Sl ot O:
Fast-ethernet on C7200 I/O card with M| or RJ45 port adapter, 1 port
Port adapter is analyzed
Port adapter insertion time 2w0d ago
EEPROM cont ents at hardware discovery:
Har dware revision 1.3 Board revision CO
Serial nunber 12635836 Part nunber 73-2956- 02
Test history 0x0 RVA nunber 00- 00- 00
EEPROM format version 1
EEPROM contents (hex):
0x20: 01 83 01 03 00 CO CE BC 49 0B 8C 02 00 00 00 00
0x30: 60 00 00 00 99 05 10 00 00 FF FF FF FF FF FF FF
Slot 3:
Et hernet port adapter, 4 ports
Port adapter is analyzed
Port adapter insertion time 2w0d ago
EEPROM cont ents at hardware discovery:
Har dwar e revision 1.14 Board revision A0
Serial nunber 12275103 Part nunber 73-1556- 08
Test history 0x0 RMA nunber 00- 00- 00
EEPROM format version 1
EEPROM contents (hex):
0x20: 01 02 01 OE 00 BB 4D 9F 49 06 14 08 00 00 00 00
0x30: 50 00 00 00 99 03 30 00 FF FF FF FF FF FF FF FF
Sl ot 6:

ATM WAN DS3 port adapter, 1 port

Port adapter is analyzed

Port adapter insertion time 2wod ago
EEPROM contents at hardware discovery:

Har dware revision 2.0 Board revision A0
Serial nunber 14077539 Part nunber 73-2432-04
Test history 0x0 RMA nunber 00- 00- 00

EEPROM format version 1

EEPROM cont ents (hex):
0x20: 01 5B 02 00 00 D6 CE 63 49 09 80 04 00 00 00 00
0x30: 50 00 00 00 99 04 26 00 FF FF FF FF FF FF FF FF

7200 router 1>

Proceed to the “Using the ping Command” section to verify that each interface port is functioning
properly.

Using the ping Command

The packet internet groper (ping) command allows you to verify that an interface port is functioning
properly and to check the path between a specific port and connected devices at various locations on
the network. After you verify that the system has booted successfully and is operational, you can use
ping to verify the status of interface ports.

The ping command sends an echo request out to aremote device at an IP address that you specify. After
sending a series of signals, the command waits a specified time for the remote device to echo the
signals. Each returned signal is displayed as an exclamation point (!) on the console terminal; each
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signal that is not returned before the specified time-out is displayed as a period (.). A series of
exclamation points (!!!!!) indicates a good connection; a series of periods(.....) or the messages [timed
out] or [failed] indicate that the connection failed.

Hereis a successful ping command to a remote server with the address 1.1.1.10:

Cisco 7200 Router # ping 1.1.1.10 <Return>
Type escape sequence to abort.
Sending 5, 100-byte | CWP Echoes to 1.1.1.10, tineout is 2 seconds:

Success rate is 100 percent (5/5), round-trip mn/avg/ max = 1/15/64 ns
Cisco 7200 Router #

If the connection fails, verify that you have the correct IP address for the server and that the server is
active (powered on), then repeat the ping command.

Using Configuration Mode

Step 1
Step 2
Step 3

Step 4

Step 5

Step 6

You can configure the 7200 router manually if you prefer not to use Autolnstall or the prompt-driven
System Configuration Dialog.

Refer to the section “ Cisco | OS Software Basics” later in this chapter for basic information about Cisco
|OS software, getting context-sensitive help, and saving configuration changes.

To configure the Cisco 7200 router manually:

Connect a console terminal.
Power ON the Cisco 7200 router.

When you are prompted to enter the initial dialog, enter no to go into the normal operating mode of the
Cisco 7200 router:

Woul d you like to enter the initial dialog? [yes]: no
After afew secondsyou will see the user EXEC prompt (Router>). By default, the host name is Router,
but the prompt will match the current host name. In the following examples, the host nameisaries.

Enter the enable command to enter enable mode. You can make only configuration changes in enable
mode:

Router > enabl e

The prompt will change to the privileged EXEC (enable) prompt:

7200 Router aries#

Enter the configure terminal command at the enable prompt to enter configuration mode:

Rout er# config term nal

You can now enter any changes you want to the configuration. You will probably want to perform these
tasks:

a. Assign ahost name for the Cisco 7200 router by using the hosthname command.

b. Enter an enable secret password by using the enable password command.

c. Assign addresses to the interfaces by using the protocol address command.

d. Specify which protocols to support on the interfaces.
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Step 7

Step 8

Cisco I0S Software Basics W

Refer to the Cisco | OS configuration guide and command reference publications for more information
about the commands you can use to configure the 7200 or 7500 series routers.

When you finish configuring the router, enter the exit command until you return to the privileged EXEC
prompt (7200 router ariest).

To save the configuration changes to NVRAM, enter the copy running-config startup-config
command at the privileged EXEC prompt:

7200 router aries# copy running-config startup-config

*kkkkok kK

The Cisco router is now configured and will boot with the configuration you entered.

Cisco I10S Software Basics

The section provides basic information about the Cisco 10S software:
« Cisco IOS Modes of Operation
« Getting Context-Sensitive Help

Cisco I0S Modes of Operation

Cisco | OS software provides access to several different command modes. Each command mode
provides a different group of related commands.

For security purposes, Cisco |OS software provides two levels of access to commands:

- user
The unprivileged user mode is called user EXEC mode.

e privileged
The privileged mode is called privileged EXEC mode and requires a password.

The commands available in user EXEC mode are a subset of the commands available in privileged
EXEC mode.

Table 5-1 describes some of the most commonly used modes, how to enter the modes, and the resulting
prompts. The prompt helps you identify which mode you are in and, therefore, which commands are
available to you.
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Table 5-1

Cisco I0S Operating Modes

Mode of
Operation

Usage

How to Enter the Mode

Prompt

User EXEC

User EXEC commands allow you to connect
to remote devices, change terminal settings
on atemporary basis, perform basic tests,
and list system information. The EXEC
commands available at the user level are a
subset of those available at the privileged
level.

Login.

7200 Router

Privileged
EXEC

Privileged EXEC commands set operating
parameters. The privileged command set
includes those commands contained in user
EXEC mode, and also the configure
command through which you can access the
remaining command modes. Privileged
EXEC mode also includes high-level testing
commands, such as debug.

From user EXEC mode, enter
the enable EXEC command.

7200 Router#

Global
configuration

Global configuration commands apply to
features that affect the system as a whole.

From global configuration
mode, enter the configure
privileged EXEC command.

7200 Router#config)#

Interface
configuration

Interface configuration commands modify
the operation of an interface such asan ATM,
Ethernet, or serial port. Many features are
enabled on a per-interface basis. Interface
configuration commands always follow an
interface global configuration command,
which defines the interface type.

From global configuration
mode, enter theinterface type
number command. For
example, enter the interface
serial 0 command to
configure the serial 0
interface.

7200 Router#(config-if)#

ROM monitor

ROM monitor commands are used to perform
low-level diagnostics. You can also use the
ROM monitor commands to recover from a
system failure and stop the boot processin a
specific operating environment.

From privileged EXEC mode,
enter thereload EXEC
command. Press Break during
the first 60 seconds while the
system is booting.

>

Almost every configuration command also has a no form. In general, use the no form to disable a
feature or function. Use the command without the keyword no to reenabl e adisabled feature or to enable

afeature that is disabled by default.

For example, IP routing is enabled by default. To disable IP routing, enter the no ip routing command
and enter ip routing to reenableit. The Cisco |0S software command reference publication provides
the compl ete syntax for the configuration commands and describes what the no form of a command

does.
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Getting Context-Sensitive Help

In any command mode, you can get alist of available commands by entering a question mark (?).
7200 Router> ?

To obtain alist of commands that begin with a particular character sequence, type in those characters
followed immediately by the question mark (?). Do not include a space. Thisform of helpis called word
help, because it completes aword for you.

7200 Router# co?
configure connect copy

To list keywords or arguments, enter a question mark in place of a keyword or argument. Include a
space before the question mark. This form of helpis called command syntax help, because it reminds
you which keywords or arguments are applicable based on the command, keywords, and arguments you
have already entered.
7200 Router# configure ?

menory Configure from NV nenory

net wor k Configure froma TFTP network host

termnal Configure fromthe term nal
<Cr>

You can also abbreviate commands and keywords by entering just enough characters to make the
command unique from other commands. For example, you can abbreviate the show command to sh.

Saving Configuration Changes

Whenever you make changes to the Cisco 7200 router configuration, you must save the changes to
memory so they will not be lost if there is a system reload or power outage.

There are two types of configuration files:

- Therunning (current operating) configuration
The running configuration is stored in RAM.

» Thestartup configuration
The startup configuration is stored in NVRAM.

To display the current running configuration, enter the show running-config command.

To save the current running configuration to the startup configuration file in NVRAM, enter the copy
running-config startup-config command:

7200 Router> enabl e
7200 Router# copy running-config startup-config
To display the startup configuration, enter the show startup-config command.

To write the startup configuration to the running configuration, enter the copy startup-config
running-config command.

7200 Router> enabl e
7200 Router# copy startup-config running-config
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MPLS CoS with BPX 8650

This chapter describes MPLS Class of Service (CoS) with the use of the BPX 8650 ATM Label Switch
Router (ATM LSR). A summary example is provided for configuring BPX 8650 ATM LSRs, their
associated LSCs (6400, 7200, or 7500 series), and Edge Label Switch Routers:

e MPLS CoS Overview
e MPLSCoSin An IP+ATM Network
« ATM CoS Service Templates and Qbins on the BPX 8650
« MPLS CoS over IP+ATM Operation
- Configuration Example
For an overview of design issues, see Chapter 3, “Quality of Servicein MPLS Networks.”

For additional information, refer to Cisco 6400, 7200, or 7500 series router and MPLS-related |OS
documentation. Refer to release notes for supported features.

MPLS CoS Overview

The MPLS CoS feature enabl es network administratorsto provide differentiated types of service across
an MPLS Switching network. Differentiated service satisfies arange of requirements by supplying the
particular kind of service specified for each packet by its CoS. Service can be specified in different
ways—for example, through use of the IP precedence hit settings in | P packets or in source and
destination addresses.

The MPLS CoS feature can be used optionally with MPL S Virtual Private Networks. MPLS CoS can
also be used in any MPLS switching network.

In supplying differentiated service, MPLS CoS offers packet classification, congestion avoidance, and
congestion management. Table 6-1 lists these functions and the means by which they are delivered.
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Table 6-1 CoS Services and Features
Service CoS Function Description
Packet Committed accessrate |CAR uses the type of service (TOS) bitsin the IP header to
classification |(CAR). Packets are classify packets according to input and output transmission
classified at the edge of |rates. CAR is often configured on interfaces at the edge of a
the network before network in order to control traffic into or out of the network.
labels are assigned. You can use CAR classification commands to classify or
reclassify a packet.
Congestion |Weighted random early |WRED monitors network traffic, trying to anticipate and
avoidance detection (WRED). prevent congestion at common network and internetwork
Packet classes are bottlenecks. WRED can selectively discard lower priority
differentiated based on |traffic when an interface beginsto get congested. It can aso
drop probability. provide differentiated performance characteristics for
different Classes of Service.
Congestion |Weighted fair queueing |WFQ is an automated scheduling system that provides fair
management | (WFQ). Packet classes |bandwidth allocation to all network traffic. WFQ classifies
are differentiated based |traffic into conversations and uses weights (priorities) to
on bandwidth and determine how much bandwidth each conversation is
bounded delay. allocated, relative to other conversations.

MPLS CoS lets you duplicate Cisco IOS IP CoS (Layer 3) features as closely as possiblein MPLS
switching devices, including Label Switching Routers (LSRs), Edge LSRs, and ATM label switching
routers (ATM LSRs). MPLS CoS functions map nearly one-for-one to | P CoS functions on all interface

types.

Related Documents

For more information on configuration of the CoS functions (CAR, WRED, and WFQ), refer to the
Cisco 10S Class of Service for Tag Switching Feature Guide, and the Cisco 10S Quality of Service

Solutions Configuration Guide.

For complete command syntax information for CAR, WRED, and WFQ, refer to the Cisco |0S Quality
of Service Solutions Command Reference.

For additional information on BPX 8650 CLI commands, refer to the Cisco WAN Switch Command

Reference.

Prerequisites

To use the MPL S CoS feature, your network must be running these Cisco 10S features:

» CEF switching in every MPL S-enabled router

« MPLS
» ATM functionality
Also, the BPX 8650 must have:

- the appropriate switch software associated with the Cisco 10S

- the appropriate firmware loaded in the associated BXM cards
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MPLS CoS in An IP+ATM Network

In IP+ATM networks, MPL S uses predefined sets of labels for each service class, so switches
automatically know which traffic requires priority queuing. A different label is used per destination to
designate each service class (see Figure 6-1).

There can be up to four labels per IP source-destination. Using these labels, core L SRs implement
class-based WFQ to allocate specific amounts of bandwidth and buffer to each service class. Cells are
gueued by class to implement latency guarantees.

On aCisco IP+ATM LSR, the weights assigned to each service class are relative, not absolute. The
switch can therefore borrow unused bandwidth from one class and allocate it to other classes according
to weight. This scenario enables very efficient bandwidth utilization. The class-based WFQ solution
ensures that customer traffic is sent whenever unused bandwidth is available, whereas ordinary ATM
VCs drop cellsin oversubscribed classes even when bandwidth is available.

Figure 6-1 Multiple LVCs for IP QoS Services

Edge router ATM core
MPLS ATMLSR
CAR CAR:
—>» bandwidth > packet >»  WRED > > gg;i)
policy classification
Class based Applies queing,
Discard packets Discard packets  queing bw control, and
that exceed that exceed other ATM CoS
CAR limits WRED limits ATM cells, up differentiated

to four labels per IP  services.
source-destination,
corresponding
to 4 CoS
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Packets have their precedence bitsin the Type of Service field of the IP header, set at either the host or
an intermediate router, which could be the Edge L abel Switch Router (L SR). The precedence bits define
aClass of Service (CoS) 0-3, corresponding for to premium, standard, available, or control, for
example.

To establish CoS operation when the BPX and the associated L SC router (6400, 7200, or 7500 series)
areinitially configured, the binding type assigned each LV C interface on the BPX is configured to be
multiple LV Cs.

Then under the routing protocol (OSPF, for example), four LV Cs are set up across the network for each
IP source to destination requirement. Depending on the precedence bits set in the packets that are
received by the Edge L SR, the packet ATM cellsthat are sent to the ATM LSR will be one four classes
(as determined by the cell label, that is, VPI.VCI). Furthermore, two subclasses are distinguishable
within each class by the use of the cell loss priority (CLP) bit in the cells.

Then the ATM L SR performs a MPLS data table look-up and assigns the appropriate template Class of
Service template and Qbin characteristics. The default mapping for CoSislisted in Table 6-2.
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Two IP Types of Service (ToS) are carried in each MPLS CoS. In the default mapping, both ToS 0 and
ToS 4 are carried in the so-called “Available” VC. The two types are distinguished by the CLP bit. In
the default mapping, cells of IP packets with IP ToS 0 are carried with CLP=1, whereas cells of IP
packets with IP ToS 4 are carried with CLP=0. This means that in times of congestion in the switches,
packets with ToS O will be discarded, while ToS 4 packets will not be discarded unless the congestion
becomes particularly severe.

Table 6-2  Type of Service and Related CoS

Class of Service Mapping  |Class of Service  |IP ToS

Available (see note) 0 ToS 0/4
Standard 1 ToS 1/5
Premium 2 ToS 2/6
Control 3 ToS 3/7

Note  The name "Available" meansthat, in atypical configuration (but not the default
configuration), this Class of Service will have a fairly low guaranteed bandwidth; hence
it will mostly use bandwidth that has been left avail able when traffic of other classesis not
currently using its full allocation of bandwidth. "Available" does not mean Available Bit
Rate (ABR). ABR is not currently used for MPLS CoS on the BPX 8650.

Figure 6-2 shows an example of IP traffic across an ATM core consisting of BPX 8650 ATM LSRs.
The host is sending two types of traffic across the network, interactive video and non-time-critical data.
Because multiple LV Cs have automatically been generated for all IP source-destination paths, traffic
for each source destination is assigned to one of four LV Cs, based on the precedence bit setting in the
IP packet header.

In this case, the video traffic might be assigned to the premium CoS, and transmitted across the network
starting with the cell label “51” out of the Edge L SR-A, and continuing across the network with the cell
label “91" applied to the Edge LSR-C. In each BPX 8650 ATM L SR, the cells are processed with the
pre-assigned bandwidth, queuing, and other ATM QoS functions suitable to “premium” traffic.

In a similar fashion, low-priority data traffic cells with the same IP source-destination might be
assigned label “53 out of Edge LSR-A and arrive at Edge L SR-C with the label “93”, receiving
pre-assigned bandwidth, queuing and other ATM QoS functions suitable to “available” traffic.
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Figure 6-2 Example of Multiple LVCs CoS with BPX 8650s
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ATM CoS Service Templates and Qbins on the BPX 8650

The service class template provide a means of mapping a set of extended parameters. These are
generally platform specific, based on the set of standard ATM parameters passed to the VSI slavein a
BXM port interface during the initial setup of the interface.

A set of servicetemplatesis stored in each switch (BPX 8650) and downloaded to the service modules
(BXMs) as needed during initial configuration of the VS| interface when a trunk or line is enabled on
the BXM.

An MPLS service template is assigned to the VS| interface when the trunk or port isinitialized. The
label switch controller (L SC) automatically setsup LV Csviaarouting protocol (such as OSPF) and the
Label Distribution Protocol (L DP), when the Class of Service Multiple LV C option is enabled at the
edge label switch routers (LSRs).

With the Multiple VC option enabled (at Edge LSRs), four LV Cs are configured for each IP
source-destination. Each of the four LVCsis assigned a service type. For example, one of the four cell
labels might be assigned to label cos2 service type category.

Each service type has an associated Qbin (see Figure 6-3). The Qbins provide the ability to manage
bandwidth by temporarily storing cells and then serving them out as bandwidth is available based on a
number of factors, including bandwidth availability and the relative priority of different Classes of
Service.
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When ATM cells arrive from the Edge L SR at the BXM port with one of four CoS labels, they receive
CoS handling based on that label. A table look-up is performed, and the cells are processed, based on
their connection classification. Based on its label, a cell receives the ATM differentiated service
associated with itstemplate type, (MPL S1 template) and service type (for exampl e, label cos2 bw), plus
associated Qbin characteristics and other associated ATM parameters.

Initial Setup of LVCs

The service template contains two classes of data:

- Connection Parameters
These parameters are necessary to establish a connection (that is, per LVC) and includes entries
such as UPC actions, various bandwidth related items, per LV C thresholds, and so on.

- CoS Configuration
These data items are required to configure the associated Class of Service buffers (Qbins) that
provide CoS support.

When a connection setup request is received from the VSI master in the Label Switch Controller, the
VSl slave (in the BXM, for example) uses the service type identifier to index into a Service Class
Template database (Figure 6-3) containing extended parameter settings for connections matching that
index. The slave uses these values to compl ete the connection setup and program the hardware.

Service Template Qbins

When you use the upport or uptrk command to activate an interface on the BXM card, the default
service template, which is MPLSL, is assigned to the interface (Figure 6-3). Each template table row
includes an entry that defines the Qbin to be used for that Class of Service. This mapping defines a
relationship between the template and the interface Qbin’s configuration.

Qbin templates are used only with Qbins that are available to VSl partitions, namely Qbins 10 through
15. Qbins 10 through 15 are used by the VSI on interfaces configured as trunks or ports. The rest of the
Qbins (0-9) are reserved for and configured by AutoRoute.
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Figure 6-3  Service Template and Associated Qbin Selection
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MPLS CoS over IP+ATM Operation

N

Note

In atypical operation for MPLS CoS, a packet makesitsway from the host on the left side of anetwork,
through the network of conventional routers, label edge routers (LERS), Edge L SRs, and ATM L SRs
such as a BPX 8650.

As the packet progresses, basic functions are applied to it, as shown in Figure 6-4:
1. Set the IP Type of Service (ToS) for a packet in the host (or router).

2. Inthe Edge LSR, label the packet by putting it on alabel-VC. There is a choice of up to four
label-V Cs to each | P destination-prefix, for different CoS. Choose one based on the IP ToS in the
packet.

3. Apply ATM CoS bandwidth and queuing to ATM cells based on their Class of Servicein the ATM
LSR (BPX 8650, for example).

4. Atthe Edge L SR, receive the packet from the label VC, discard the |abel information, and forward
the I P packet with appropriate ToS towards its destination (Edge L SR).

Figure 6-4 MPLS CoS over IP+ ATM with BPX 8650 LSRs
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at host or router ATM
Label Label
applied removed
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In the figure, the functions are shown being performed by separate entities. In general, one
or more functions can be performed by the same entity. For example, the setting of
precedence and labeling could all be performed in asingle label edge router if the host
were not participating.

The preceding discussion appliesto MPLS networks where the entire network runs ATM MPLS. MPLS
CoS also works in networks using a mixture of ATM MPLS and packet-based MPLS. For more
information, see the MPL S chapter in the Cisco 10S Switching Services Configuration Guide.
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Configuration Example

There are four default policy types for MPLS CoS as shown in Table 6-3 with default relative
bandwidth per xtagatm interface.

Table 6-3  Class of Service and Relative Bandwidth Weighting

Class of Service Class of Default Bandwidth
Mapping Service IP ToS Weight

Available 0 ToS 0/4 99

Standard 1 ToS 1/5

Premium 2 ToS 2/6

Control 3 ToS 3/7

The relative bandwidth weights determine the proportion of bandwidth available to MPLS, whichis
given to each Class of Service on each link. If a CoS does not use the bandwidth given to it, then the
bandwidth may be shared among the other CoSs.

The Control CoSisimportant to guarantee a good quality of service for MPLS control traffic. For this
reason, it is desirable to reserve a small amount of bandwidth for the Control CoS as shown in

Table 6-4.

Table 6-4 Class of Service and Relative Bandwidth Weighting Setup
Class of Service Class of Bandwidth
Mapping Service IP ToS Weight
Available 0 ToS 0/4 49

Standard 1 ToS 1/5 50

Premium 2 ToS 2/6 0

Control 3 ToS 3/7

To verify an xtagatm interface after configuration on the LSC, run this command:

show xt agat m cos-bandw dt h-al | ocati on xt agat mxx

where xx is the interface number. The maximum value for CoS bandwidth is 100.

The setup for the configuration example is shown in Figure 6-5.
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Figure 6-5 Configuration Example for MPLS CoS with BPX 8650 LSRs
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Configure the following resources according to the sample setup shown in Figure 6-5:

When configuring BPX1 and BPX1, verify that no software, card, or trunk errors are reported on the
console. In this example, all VSI resources are allocated to maximum value.

BPX Configurations

BPX1

uptrk 1.1//LSCl control port

uptrk 1.3//trunk via BPX1l

upln 1.2//up line for LERL

cnfrsrc 1.1 0 352207 y 1 e 0 3000 1 20 352207 352207//LSC1l
cnfrsrc 1.3 0 352207 y 1 e 0 3000 1 20 352207 352207//trunk
cnfrsrc 1.2 0 352207 y 1 e 0 3000 1 20 352207 352207//LERLl port
addshelf v 1 1//control -id=1;partition nunber=1

BPX2

uptrk 2.1//LSC2 control port

uptrk 2.3//trunk via BPX1l

upln 2.2//up line for LER2

cnfrsrc 2.1 0 352207 y 1 e 0 3000 1 20 352207 352207//LSC2
cnfrsrc 2.3 0 352207 y 1 e 0 3000 1 20 352207 352207//trunk
cnfrsrc 2.2 0 352207 y 1 e 0 3000 1 20 352207 352207//LER2 port
addshel f v 2 1//control -id=2; partition nunber=1

Check that V SI resources have been all ocated and that the LSC controller was added successfully.

dsptrks//successful with no alarns

dspvsipartinfo //verify lcns and bandwi dth are allocated successfully
dspl ns//no alarm

dspctrlrs//controller IDis added successfully

There are four default policy parameters for relative bandwidth per xtagatm interface:
» 50 percent for available (0/4 1P ToS)
» 50 percent for standard (1/5)
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« zerofor premium (2/6)
» zerofor control (3/7) Class of Service.
Once xtagatm interface has been defined for each L SC, exeute the command:

show xt agat m cos-bandw dt h-al | ocati on xt agat mxx

where xx isinterface number. Verify that default relative bandwidth is properly assigned in percentage
value. The maximum value for CoS bandwidth is 100.

LSC Configurations

LSC1

LSC11- 1#config t
LSCl(config)#i nt atml/0//LSCLILSC1 control port
LSCl(config-if)#no shut
LSCl(config-if)#tag-control -protocol vsi
LSCl(config-if)#exit

LSCl(confi g) #i nt xtagatnl2//LSRL port 1.2
LSCl(config-if)#extended-port atml/0 bpx 1.2
LSCl(config-if)#tag-switching ip
LSCl(config-if)#tag-swi tching atmcos avail abl e 49
LSCl(config-if)#tag-sw tching atmcos standard 50
LSCl(config-if)#tag-sw tching atmcos prem um?O
LSCl(config-if)#tag-swi tching atmcos control 1
LSCl(config-if)ip unnunbered | oopbackO
LSCl(config-if)#exit

LSCl(confi g) #i nt xtagatnml3//LSRL port 1.3
LSCl(config-if)#extended-port atml/0 bpx 1.3
LSCl(config-if)#tag-switching ip
LSCl(config-if)#tag-sw tching atmcos avail abl e 49
LSCl(config-if)#tag-sw tching atmcos standard 50
LSCl(config-if)#tag-swi tching atmcos prem umO
LSCl(config-if)#tag-switching atmcos control 1
LSCl(config-if)ip unnunbered | oopbackO
LSCl(config-if)#exit

LSC1(confi g) #i nt | oopbackO//configure | oopbackO interface
LSCl(config-if)#i p address 200.200.200.1 255.255. 255. 255
LSCl(config-if)#exit

LSCl(config)#ip routing//enable IP routing

LSCl(config)#ip cef//enable C sco Express Forwardi ng Protocol
LSCl(confi g) #router ospf 10

LSC1(confi g-router)#network 200.200.200.1 0.0.0.0 area O
LSC1(confi g-router) #end

LSC2

LSC2#config t
LSC2(config)#int atnR/0//LSC2 control port
LSC2(config-if)#no shut
LSC2(config-if)#tag-control -protocol vsi id 2
LSC2(config-if)#exit

LSC2(confi g) #i nt xtagatnR2//LSR2 port 2.2
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LSC2(config-if)#extended-port atml/0 bpx 2.2
LSC2(config-if)#tag-switching ip
LSC2(config-if)#tag-switching atmcos avail abl e 49
LSC2(config-if)#tag-swi tching atmcos standard 50
LSC2(config-if)#tag-swi tching atmcos prem umO
LSC2(config-if)#tag-switching atmcos control 1

LSC2(config-if)ip unnunmbered | oopback0
LSC2(config-if)#exit

LSC2(confi g) #i nt xtagatnR3//LSR2 port 2.3
LSC2(config-if)#extended-port atml/0 bpx 2.3
LSC2(config-if)#tag-switching ip
LSC2(config-if)#tag-switching atmcos avail abl e 49
LSCl(config-if)#tag-sw tching atmcos standard 50
LSCl(config-if)#tag-sw tching atmcos prem umO
LSCl(config-if)#tag-switching atmcos control 1
LSC2(config-if)ip unnunbered | oopbackO
LSC2(config-if)#exit

LSC2(confi g) #i nt | oopbackO//configure | oopbackO interface
LSC2(config-if)#i p address 200.200.200.2 255.255. 255. 255
LSC2(config-if)#exit

LSC2(config)#ip routing//enable IP routing

LSC2(config)#i p cef//enable C sco Express Forwardi ng Protocol
LSC2(confi g) #router ospf 10

LSC2( confi g-router)#network 200.200.200.2 0.0.0.0 area O
LSC2(confi g-router) #end

Edge LSR Configurations

LSR1

LSR1LSR1#config t
LSR1(config)#int atnl/0//LSRL interface
LSR1(config-if)#no shut
LSR1(config-if)#exit
LSR1(config)#interface atml/ 0.1 tag-switching//create tag sub-interface
LSR1(confi g- subi f)#i p unnunber ed | oopbackO
LSR1(confi g-subi f)#tag-switching atmmulti-vc//enable multi-vc node (4 VCs)
LSR1(confi g-subi f)#tag-switching ip

LSR1(confi g) #i nt | oopbackO//configure | oopbackO interface
LSR1(config-if)#i p address 200.200.100.1 255. 255. 255. 255

LSR1(config)#i p routing//enable IP routing

LSR1(config)#i p cef//enable C sco Express Forwardi ng Protocol

LSR1(confi g) #router ospf 10

LSR1(confi g-router)#network 200.200.100.1 0.0.0.0 area O

LSR1(confi g-router)#exit
In default multiple LVC node, there are four MPLS Cos LVCs created by cos-map with clp
set to off. The four classes of service are available (0/4), standard (1/5), prem um
(2/6), and control (3/7).
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LSR2
LSR2#config t
LSR2LSR2(confi g) #i nt atnR/ 0//LSR2 interface
LSR2(config-if)#no shut
LSR2(config-if)#exit
LSR2(config)#interface atn2/0.1 tag-switching//create tag sub-interface
LSR2(config-if)#i p unnunbered | oopbackO
LSR2(config-if)#tag-switching ip
LSR2( confi g) #i nt | oopbackO//configure | oopbackO interface
LSR2(config-if)#i p address 200.200.100.2 255.255. 255. 255
LSR2(config)#i p routing//enable IP routing
LSR2(config)#i p cef//enable C sco Express Forwardi ng Protoco
LSR2( confi g) #router ospf 10
LSR2( confi g-rout er)#network 200.200.100.2 0.0.0.0 area O
LSR2( confi g-rout er) #end
LSR2(confi g) #t ag- swi tching cos-map 1//configure Cos-Map
LSR2(confi g-t ag- cos- map) #end//for now use default 4 VCs
LSR2#sho tag-swi tching cos-map//there should be 4 VCs w clp off
LSR2#config t
LSR2(confi g) #access-list 1 permt 200.200.100.1 0.0.0.0 //create access list for
net wor k 200. 200. 100. 1
LSR2(confi g) #t ag-swi tching prefix-map 1 access-list 1 cos-map 1//map access-list to
cos-map 1
LSR2(confi g) #show tag forward 200.200.100.1 32 detail//verify forwarding table
Verify that the LSC/LSR is operational and BPXs have clear alarms.
L SR1 should be able to ping to L SR2 successfully.
Check that V SI resources have been all ocated that the and controller was added successfully.
BPXs should have clear alarms and no software log and trunk errors.
BPX1/BPX1
dsptrks//successful with no alarns
dspvsipartinfo //verify lcns and bandwi dth are allocated successfully
dspl ns//no al arm
dspctrlrs//controller IDis added successfully
Check that LSC/Edge L SR interfaces are operational and TDP bindings are successful.
LSC1 and LSC2

LSCl#sho tag interface //xtagatminterfaces are operationa

LSCl#sho xtag cross-connect//verify crosss-connect

LSCl#sho xtag vc//verify tag vc

LSCl#sho control vsi descriptor//verify VSI VPl range and Bw

LSCl#sho control vsi control-interface//verify nunber of connections for each
cross-connect

LSCl#sho control vsi traffic//verify traffic statistics

LSCl#sho tag atm bi nd /lverify tag atm bindi ngs

LSCl#sho tag atm sum /verify | ocal/renote connections
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LSR1 and LSR2
LSR1#sho tag interface //xtagatminterfaces are operational
LSC2#sho tag tdp disc//verify tdp session rx/tx
LSC2#sho atm vc//verify atmpvc and tvc
N

Note ~ MPLS CoS Multiple LVC mode lets you reconfigure the classes for different traffic
configurations. You have the flexibility to modify the four LVCs for any CoS. For
example, you have the choice of assigning a“high” weight to alow class
(that is, available CoS =60 and control CoS = 20).
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MPLS VPNS with BPX 8650

This chapter describes MPLS VPNs with the use of the BPX 8650 ATM Label Switch Router (LSR)
and provides an example of the configuration of 10S to support VPNSs:

 Introduction: MPLS-Enabled VPNs

e MPLSVPNsover IP+ATM Backbones

- Configuration Example
— Configuring the BPX 8650 ATM LSR
— Configuring VRFs
— Configuring BGPs
— Configuring Import and Export Routes
— Verifying VPN Operation

- Command List

For an overview of Virtual Private Networks, including their features and benefits, see Chapter 1,
“Introduction to MPLS.”

Related Documents
« MPLSVPNSs Feature Module
e Cisco |OS Network Protocols Command Reference, Part 1

Introduction: MPLS-Enabled VPNs

Service providers can use MPL S to build an entirely new class of IP VPNs. MPL S-enabled |P VPNs
are connectionless networks with the same privacy as VPNs built using Frame Relay or ATM VCs.

Cisco MPLS solutions offer multiple IP service classes to enforce business-based policies. Providers
can offer low-cost managed |P services because they can consolidate services over common
infrastructure and make provisioning and network operations much more efficient.

Although Frame Relay and multiservice ATM deliver privacy and Class of Service, |P delivers
any-to-any connectivity, and MPLS on Cisco IP+ATM switches, such as the BPX 8650 ATM L SR,
enables providers to offer the benefits of business-quality IP services over their ATM infrastructures.

MPLS VPNs, created in Layer 3, are connectionless, and therefore substantially more scalable and
easi er to build and manage than conventional VPNs.
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In addition, value-added services, such as application and data hosting, network commerce, and
telephony services, can easily be added to a particular MPLS VPN because the service provider’s
backbone recognizes each MPLS VPN as a separate, connectionless IP network. MPLS over IP+ATM
VPN networks combine the scalability and flexibility of 1P networks with the performance and QoS
capabilities of ATM.

From a single access point, it is now possible to deploy multiple VPNSs, each of which designates a
different set of services (Figure 7-1). Thisflexibleway of grouping users and services makesit possible
to deliver new services more quickly and at a much lower cost. The ability to associate closed groups
of users with specific services is critical to service provider value-added service strategies.

Figure 7-1 VPN NetworK
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Partner B

The VPN network must be able to “see” traffic by application type, such as voice, mission-critical
applications, or e-mail, for example. The network should easily separate traffic based on its associated
VPN without configuring complex, point-to-point meshes.

The network must be “V PN aware” so that the service provider can easily group users and servicesinto
intranets or extranets with the services they need. In such networks, VPNs offer service providers a
technology that is highly scalable and allows subscribersto quickly and securely provision extranetsto
new partners. MPLS brings “VPN awareness’ to switched or routed networks. It enables service
providers to quickly and cost-effectively deploy secure VPNs of al sizes, al over the same
infrastructure.
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MPLS Labeling Criteria
For enabling business IP services, the most significant benefit of MPLS is the ability to assign labels

that have special meanings. Sets of |abels distinguish destination address as well as application type or
service class, as discussed in the following sections (see Figure 7-2).

Figure 7-2  Benefits of MPLS Labels

ATM switch

Router

’ Label ‘ IP Packet ‘

Service class (QoS)

Privacy (VPN)

Traffic engineered path

25095

Provider MPLS network

The MPLS label is compared to precomputed switching tables in core devices, such as the BPX ATM
L SR, allowing each switch to automatically apply the correct | P services to each packet. Tables are
precal culated, so there is no need to reprocess packets at every hop. This strategy not only makes it
possibl e to separate types of traffic, such as best-effort traffic from mission-critical traffic, it also makes
an MPLS solution highly scalable.

Because MPL S uses different policy mechanisms to assign labels to packets, it decouples packet
forwarding from the content of IP headers. L abels have local significance, and they are used many times
in large networks. Therefore, it isnearly impossible to run out of labels. This characteristic is essential
to implementing advanced | P services such as QoS, large-scale VPNs, and traffic engineering.

Quality of Service

As part of their VPN services, service providers may wish to offer premium services defined by SLAs
to expedite traffic from certain customers or applications. QoS in IP networks gives devices the
intelligence to preferentially handle traffic as dictated by network policy.

The QoS mechanisms give network managers the ability to control the mix of bandwidth, delay, jitter,
and packet loss in the network. QoS is not a device feature, it is an end-to-end system architecture. A
robust QoS solution includes a variety of technologies that interoperate to deliver scalable,
media-independent services throughout the network, with system-wide performance monitoring
capabilities.

For a detailed discussion of QoS design issues, refer to Chapter 4, “Quality of Servicein MPLS
Networks.” VPNs are used with the Class of Service (CoS) feature for MPLS. MPLS-enabled IP VPN
networks provide the foundation for delivering value-added | P services, such as multimedia application
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Security

support, packet voice, and application hosting, all of which require specific service quality and privacy.
Because QoS and privacy are an integral part of MPLS, they no longer require separate network
engineering.

Cisco’s comprehensive set of QoS capabilities enable providers to prioritize service classes, allocate
bandwidth, avoid congestion, and link Layer 2 and Layer 3 QoS mechanisms:

- Committed Access Rate (CAR)
CAR classifies packets by application and protocol, and specifies bandwidth all ocation.

» Weighted Fair Queuing (WFQ) and Class-Based Queuing (CBQ)
Both of these techniques implement efficient bandwidth usage by always delivering
mission-critical application traffic and deferring noncritical application traffic when necessary.

- Weighted Random Early Detection (WRED)
WRED provides congestion avoidance to slow transmission rates before congestion occurs and
ensures predictable service for mission-critical applications that require specific delivery
guarantees.

MPLS makes it possible to apply scalable QoS across very large routed networks and Layer 3 IP QoS
in ATM networks, because providers can designate sets of labels that correspond to service classes. In
routed networks, MPL S-enabled QoS substantially reduces processing throughout the core for optimal
performance. In ATM networks, MPL S makes end-to-end Layer 3-type services possible.

Traditional ATM and Frame Relay networks implement CoS with point-to-point virtual circuits, but
thisis not scalable because of high provisioning and management overhead. Placing traffic into service
classes at the edge enabl es providers to engineer and manage classes throughout the network. If service
providers manage networks based on service classes, rather than point-to-point connections, they can
substantially reduce the amount of detail they must track and increase efficiency without losing
functionality.

Compared to per-circuit management, MPL S-enabled CoS in ATM networks provides virtually all the
benefits of point-to-point meshes with far less complexity. Using MPL S to establish IP CoSin ATM
networks eliminates per-V C configuration. The entire network is easier to provision and engineer.

Subscribers want assurance that their VPNs are in fact private and that their applications and
communications are isolated and secure. Cisco offers many robust security measures to keep
information confidential:

» encrypted data

- accessrestricted to authorized users

» user tracking after they are connected to the network
» real-timeintrusion auditing

In intranet and extranet VPNs based on Cisco MPLS, packets are forwarded using a unique route
distinguisher (RD). RDs are unknown to end users and uniquely assigned automatically when the VPN
is provisioned. To participate in aV PN, a user must be attached to its associated logical port and have
the correct RD. The RD is placed in packet headers to isolate traffic to specific VPN communities.

MPL S packetsare forwarded using label s attached in front of the | P header. Because the M PL S network
does not read |P addresses in the packet header, it allows the same | P address space to be shared among
different customers, simplifying | P address management.
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Service providers can deliver fully managed MPL S-based VPNs with the same level of security that
users are accustomed to in Frame Relay/ATM services, without the complex provisioning associated
with manually establishing PV Cs and performing per-VPN customer premises equi pment (CPE) router
configuration.

QoS addresses two fundamental requirements for applications that run on aVPN: predictable
performance and policy implementation. Policies are used to assign resources to applications, project
groups, or serversin aprioritized way. The increasing volume of network traffic, along with
project-based requirements, results in the need for service providers to offer bandwidth control and to
align their network policies with business policies in a dynamic, flexible way.

Manageability

As service providers build VPNs that include WAN switches, routers, firewalls, and Cisco 10S
software, they need to seamlessly manage these devices across the network infrastructure and provide
service-level agreementsto their customers. They al so need to enable busi ness customersto personalize
their access to network services and applications.

The Cisco Service Management (CSM) System addresses these needs with a suite of service
management solutions to enable service providers to effectively plan, provision, operate, and bill VPN
services.

Scalability

V PNs based on Cisco MPLS technology scale to support tens of thousands of business-quality VPNs
over the same infrastructure. MPL S-based VPN services solve peer adjacency and scal ability issues
common to large virtual circuit (VC) and IP tunnel topologies. Complex permanent virtual
circuit/switched virtual circuit (PVC/SVC) meshes are no longer needed, and providers can use new,
sophisticated traffic engineering methods to select predetermined paths and deliver |P QoS to premium
business applications and services.

MPLS VPNSs over IP+ATM Backbones

Service providers can use MPLS to build intelligent 1P VPNs across their existing ATM networks.
Because all routing decisions are precomputed into switching tables, MPLS both expedites IP
forwarding in large ATM networks at the provider edge and makes it possible to apply rich Layer 3
services via Cisco 10S technologiesin Layer 2 cores.

A service provider with an existing ATM core can deploy MPL S-enabled edge switches or routers
(LSRs) to enable the delivery of differentiated business I P services. The service provider needs only a
small number of VCsto interconnect provider edge switches or routers to deliver extremely large
numbers of secure VPNs.

Cisco IP+ATM solutions give ATM networks the ability to intelligently “see” IP application traffic as
distinct from ATM/Frame Relay traffic. By harnessing the attributes of both IP and ATM, service
providers can provision intranet or extranet VPNs. Cisco enables IP+ATM solutions with MPLS,
uniting the application richness of Cisco 10S software with carrier-class ATM switches, as shown in
Figure 7-3.
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Figure 7-3  MPLS VPNs in Cisco IP+ATM Network
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Without MPLS, IP transport over ATM networks require a complex hierarchy of translation protocols
to map IP addresses and routing into ATM addressing and routing.

MPLS eliminates complexity by mapping | P addressing and routing information directly into ATM
switching tables. The MPL S |abel-swapping paradigm is the same mechanism that ATM switches use
to forward ATM cells. This solution has the added benefit of allowing service providers to continue to
offer their current Frame Relay, leased-line, and ATM services portfolio while enabling them to offer
differentiated business-quality IP services.

Built-In VPN Visibility

To cost-effectively provision feature-rich IP VPNs, providers need features that distinguish between
different types of application traffic and apply privacy and QoS—with far less complexity than an
overlay IP tunnel, Frame Relay, or ATM “mesh.”

Compared to an overlay solution, an MPL S-enabled network can separate traffic and provide privacy
without tunneling or encryption. MPL S-enabled networks provide privacy on a network-by-network
basis, much as Frame Relay or ATM providesit on aconnection-by-connection basis. The Frame Relay
or ATM VPN offers basic transport, whereas an MPL S-enabled network supports scal able VPN
services and |P-based value added applications. This approach is part of the shift in service provider
business from a transport-oriented model to a service-focused one.

In MPLS-enabled VPNs, whether over an IP switched core or an ATM L SR switch core, the provider
assigns each VPN auniqueidentifier called aroute distinguisher (RD) that is different for each intranet
or extranet within the provider network. Forwarding tables contain unique addresses, called VPN-IP
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addresses (see Figure 7-4), constructed by concatenating the RD with the customer I1P address. VPN-IP
addresses are unique for each endpoint in the network, and entries are stored in forwarding tables for
each node in the VPN.

Figure 7-4  VPN-IP Address Format

’ RD ‘ IP Address/Mask Length ‘ General format

0.1.0.99 130.101.0.0/16 | VPN-IPv4 example

RD is a 64-bit route distinguisher
* Never carried on packets, only in Label tables

Each customer network can use:
* Registered IP addresses
* Unregistered addresses

25100

Private addresses (RFC 1918, for example, 10.x.X.X)

BGP Protocol

Border Gateway Protocol (BGP) isarouting information distribution protocol that defines who can talk
to whom using multiprotocol extensions and community attributes. In an MPL S-enabled VPN, BGP
distributes information about VPNs only to members of the same VPN, providing native security
through traffic separation. Figure 7-5 shows an example of a service provider network with ATM
backbone switches (P), service provider Edge Label Switch Routers (PE), and customer edge routers
(CE).

Additional security isassured because all traffic is forwarded using L SPs, which define a specific path
through the network that cannot be altered. This label-based paradigm is the same property that assures
privacy in Frame Relay and ATM connections.
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Figure 7-5 VPN with Service Provider Backbone
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The provider, not the customer, associates a specific VPN with each interface when the VPN is
provisioned. Within the provider network, RDs are associated with every packet, so VPNs cannot be
penetrated by attempting to “spoof” a flow or packet. Users can participate in an intranet or extranet
only if they reside on the correct physical port and have the proper RD. This setup makes Cisco
MPLS-enabled VPNs virtually impossible to enter, and provides the same security levels users are
accustomed to in a Frame Relay, leased-line, or ATM service.

PN-1P forwarding tables contain |abels that correspond to VPN-IP addresses. These |abels route traffic
to each sitein aVPN (see Figure 7-6).

Because labels are used instead of | P addresses, customers can keep their private addressing schemes,
within the corporate Internet, without requiring Network Address Translation (NAT) to pass traffic
through the provider network. Traffic i s separated between VPNs using alogically distinct forwarding
table for each VPN. Based on the incoming interface, the switch selects a specific forwarding table,
which lists only valid destinations in the VPN, as specified by BGP. To create Extranets, a provider
explicitly configures reachability between VPNs. (NAT configurations may be required.)

Cisco MPLS Controller Software Configuration Guide
m. Release 9.3.10, Part Number 78-11658-01 Rev. B0, May 2001 |



| Chapter7 MPLS VPNS with BPX 8650

MPLS VPNs over IP+ATM Backbones W

Figure 7-6  Using MPLS to Build VPNs
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One strength of MPLS is that providers can use the same infrastructure to support many VPNs and do
not need to build separate networks for each customer. VPNs loosely correspond to “subnets’ of the
provider network.

This solution builds IP VPN capabilities into the network itself, so providers can configure a single
network for all subscribers that delivers private | P network services such as intranets and extranets
without complex management, tunnels, or VC meshes. Application-aware QoS makes it possible to
apply customer-specific business policies to each VPN. Adding QoS services to MPLS-based VPNs
works seamlessly; the provider Edge L SR assigns correct priorities for each application within a VPN.

MPLS-enabled IP VPN networks are easier to integrate with 1P-based customer networks. Subscribers
can seamlessly interconnect with a provider service without changing their intranet applications,
because these networks have application awareness built in, for privacy, QoS, and any-to-any
networking. Customers can even transparently use their private |P addresses without NAT.

The same infrastructure can support many VPNs for many customers, removing the burden of
separately engineering a new network for each customer, as with overlay VPNs.

It isalso much easier to perform adds, moves, and changes. If a company wants to add a new siteto a
VPN, the service provider only has to tell the CPE router how to reach the network, and configure the
L SR to recognize VPN membership of the CPE. BGP updates all VPN members automatically.

This scenario is far easier, faster, and less expensive than building a new point-to-point VC mesh for
each new site. Adding anew site to an overlay VPN entails updating the traffic matrix, provisioning
point-to-point VCs from the new site to all existing sites, updating OSPF design for every site, and
reconfiguring each CPE for the new topology.
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Virtual Routing/Forwarding

Each VPN is associated with one or more VPN routing/forwarding instances (VRFs). A VRF table
definesa VPN at a customer site attached to a PE router. A VRF table consists of:

- anlProuting table

- aderived Cisco Express Forwarding (CEF) table

- aset of interfaces that use the forwarding table

- aset of rules and routing protocol variables that determine what goes into the forwarding table

A 1-to-1 relationship does not necessarily exist between customer sites and VPNSs. A given site can be
amember of multiple VPNs. However, a site may be associated with one (and only one) VRF. A site’s
VRF contains all the routes available to the site from the VPNs of which it is a member.

Packet forwarding information is stored in the | P routing table and the CEF table for each VRF.
(Together, these tables are analogous to the forwarding information base (FIB) used in L abel
Switching.)

A logically separate set of routing and CEF tables is constructed for each VRF. These tables prevent
information from being forwarded outside a VPN and also prevent packetsthat are outside a VPN from
being forwarded to a router within the VPN.

VPN Route-Target Communities

The distribution of VPN routing information is controlled through the use of VPN route target
communities, implemented by BGP extended communities.

Hereis how distribution works:

When a VPN routeisinjected into BGP, it is associated with alist of VPN route target extended
communities. Typically thelist of VPN communitiesis set through an export list of extended
community-distinguishers associated with the VRF from which the route was learned.

Associated with each VRF isan import list of route-target communities. This list defines the values to
be verified by the VRF table before aroute is eligible to be imported into the VPN routing instance.

For example, if theimport list for a particular VRF includes community-destinguishers of A, B, and C,
then any VPN route that carries any of those extended community-destinguishers—A, B, or C—will be
imported into the VRF.

IBGP Distribution of VPN Routing Information

A service provider edge (PE) router can learn an | P prefix from a customer edge (CE) router (by static
configuration, through a Border Gateway Protocol (BGP) session with the CE router, or through the
routing information protocol (RIP) with the CE router).

Once it learns the prefix, the router generates a VPN-1Pv4 (vpnv4) prefix based on the I P prefix by
linking an 8-byte route distinguisher to the IP prefix. This extended VPN-IPv4 address uniquely
identifies hosts within each VPN site, even if the siteis using globally nonunique (unregistered private)
IP addresses.

The route distinguisher (RD) used to generate the VPN-I1Pv4 prefix is specified by a configuration
command on the PE.
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BGP uses VPN-1Pv4 addresses to distribute network reachability information for each VPN within the
service provider network. BGP distributes routing information between IP domains (known as
autonomous systems) using messages to build and maintain routing tables. BGP communication takes
place at two levels: within the domain (interior BGP or IBGP) and between domains (external BGP or
EBGP).

BGP propagates VPNV 4 information using the BGP multiprotocol extensions for handling these
extended addresses. (See RFC 2283, Multiprotocol Extensions for BGP-4.) BGP propagates
reachability information (expressed as VPN-IPv4 addresses) among PE routers; the reachability
information for agiven VPN is propagated only to other members of that VPN. The BGP multiprotocol
extensionsidentify thevalid recipientsfor VPN routing information. All the members of the VPN learn
routes to other members.

Label Forwarding

Based on the routing information stored in the IP routing table and the CEF table for each VRF, Cisco
label switching uses extended VPN-1Pv4 addresses to forward packets to their destinations.

An MPLS label is associated with each customer route. The PE router assigns the label that originated
the route, and directs the data packets to the correct CE router.

Label forwarding across the provider backbone, is based on either dynamic IP paths or Traffic
Engineered paths. A customer data packet has two levels of labels attached when it is forwarded across
the backbone:

- thetop label directsthe packet to the correct PE router
- thesecond label indicates how that PE router should forward the packet

The PE router associates each CE router with aforwarding table that contains only the set of routes that
should be available to that CE router.

Configuration Example

Before configuring VPN operation, your network must be running the following Cisco 10S services:

» Label Switching connectivity with generic routing encapsul ation (GRE) tunnel s configured among
all provider (PE) routers with VPN service, or label switching in all provider backbone (P) routers

» Label Switching with VPN code in all provider routers with a VPN edge service (PE) routers
- BGPin all routers providing a VPN service

» CEF switching in every label-enable router

< GRE

- CoS enabled on al routers

- 7000 series routers
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Perform these tasks to configure and verify VPNs:

Configuring VRFs
Configuring BGPs

o M w0 DpoE

Verifying VPN Operation

Configuring the BPX 8650 ATM LSR

Configuring the BPX 8650 ATM LSR

Configuring Import and Export Routes

For MPLS VPN operation, you must first configure the BPX 8650 ATM LSR, including its associated
6400, 7200, or 7500 LSC for MPLS or for MPLS QoS.

You configure network VPN operation on the Edge L SRs that act as PE routers.
The BPX 8650, including its L SC, requires no configuration beyond enabling MPL S and QoS.

Configuring VRFs

To configure a VRF and associated interfaces, perform these steps on the PE router:

Command

Purpose

Step 1 Rout er(config)# ip vrf vrf-nane

Enter VRF configuration mode and specify the VRF
name to which subsequent commands apply.

Step 2 Rout er (config-vrf)# rd route-distingui sher

Define the instance by assigning a name and an
8-byte route distinguisher.

Step 3 Rout er(config-if)# ip vrf forwarding vrf-nane

Associate interfaces with the VRF.

Step 4 Rout er (config-router)# address-family ipv4 vrf
vrf - nane

Configure BGP parameters for the VRF CE session
to use BGP between the PE and VRF CE.

The default setting is off for auto-summary and
synchronization in the VRF address-family
submode.

To ensure that addresses |earned through BGJP on a
PE router from a CE router are properly treated as
VPN IPv4 addresses, you must enter the command
no bgp default ipv4-activate before configuring
and CE neighbors.

Step 5 Rout er (config-router)# address-family ipv4 vrf
vrf - nane

Configure RIP parameters for use between the PE
and VRF CEs.

Step 6 Rout er (config-router-af)# exit-address-famly

Exit from address-family configuration mode.

Step 7 Rout er(config)# ip route [vrf vrf-nane]

Configure static routes for the VRF.
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Configuring BGPs

To configure a BGP between provider routes for distribution of VPN routing information, perform these
steps on the PE router:

Command Purpose

Step1  Router (config-router)# address-family {ipv4|vpn4} Configure BGP address families.
[unicast|multicast]

Step 2 Rout er (confi g-router-af)# nei ghbor Define a BGP session.
{addr ess| peer-group} renote-as as-nunber

Step 3 Rout er (config-router)# no bgp default ipv4-activate Activate a BGP session. Prevents automatic
advertisement of address family IPv4 for all
neighbors.

Step4  Router (config-router)# neighbor address renote-as Configure an IBGP to exchange VPNv4 NLRIs.
as- nunber

Step 5 Rout er (confi g-router)# nei ghbor address updat e- source Define an IBGP session.
interface

Step 6 Rout er (confi g-router-af)# nei ghbor address activate Activate the advertisement of VPNv4 NLRIs.

Configuring Import and Export Routes

To configure import and export routes to control the distribution of routing information, perform these
steps on the PE router:

Command Purpose
Stepl Router(config)# ip vrf vrf-nane Enter VRF configuration mode and specify a VRF.
Step2  Router(config-vrf)# route-target inport Import routing information to the specified extended
conmmuni ty-di stingui sher .
community.
Step 3 ROUtef_(CO”L? g-vrf)# LOUt e-target export Export routing information to the specified extended
comuni ty-di stingui sher community.
Step4  Router(config-vrf)# inport map route-map Associate the specified route map with the VRF.
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Verifying VPN Operation

Step 1
Step 2

Step 3
Step 4
Step 5

Step 6
Step 7
Step 8

To verify VPN operation, perform these steps:

Command

Purpose

Rout er# show ip vrf

Display the set of defined VRFs and interfaces.

Rout er# show ip vrf detail

Display VRF information including import and
export community lists.

Rout er# show ip route vrf vrf-nane

Display the IP routing table for aVRF.

Rout er# show i p protocols vrf vrf-nanme

Display the routing protocol information for a VRF.

Rout er# show ip cef vrf vrf-nane

Display the CEF forwarding table associated with a
VRF.

Rout er# show i p interface interface-nunber

Display the VRF table associated with an interface.

Router# show i p bgp vpnv4 all [tags]

Display VPNv4 NLRI information.

Rout er# show tag-swi tching forwarding vrf vrf-nane
[prefix mask/|ength][detail]

Display label forwarding entries that correspond to
VRF routes advertised by this router.
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Configuration Example

Here is a sample configuration file from a PE router.

! CEF switching is a pre-requisite for Tag

ip cef distributed

frame-relay switching

|

! Define two VPN Routing instances, named ‘vrfl and
ipvrf vrfl rd 100:1

ipvrf vrf2 rd 100: 2

|

Configuration Example

fvrf2’

! Configure the inmport and export VPN route-target list for each VRF

ipvrf vrfl route-target both 100:1
ipvrf vrf2 route-target both 100: 2
ipvrf vrf2 route-target inport 100:1

I Configure an inport route-map for vrf2
ipvrf vrf2 inport map vrf2_inport

I “vrf2' should not install PE-CE addresses in the global routing table

no ip vrf vrf2 global-connected-addresses
!
interface | o0
i p address 10.13.0.13 255. 255. 255. 255
no shut
! Backbone link to another Provider router
interface atnd/0/0
!
interface atn®/0/0.1 tag-swtching
tag-switching ip
i p unnunbered |00
!

! Set up an Ethernet interface as a VRF link to a CE router

interface Ethernet5/0/1
ipvrf forwarding vrfl

i p address 10.20.0.13 255. 255. 255. 0
!

I Set up a Frane-Relay PVC sub-interface a link to another CE router

interface hssi 10/1/0
hssi internal -cl ock
encaps fr
frame-relay intf-type dce
frame-relay I m-type ans

interface hssi 10/1/0.16 point-to-point
ip vrf forwarding vrf2
i p address 10.20.1.13 255.255.255.0
frame-relay interface-dlci 16
|
I Configure BGP sessions
router bgp 1
! Define an I BGP session with another PE
no bgp default ipv4-activate
nei ghbor 10.15.0.15 renpte-as 1
nei ghbor 10.15. 0. 15 updat e-source |00
no synchroni zation
! Define some VRF (CE) sessions
nei ghbor 10.20.1.11 renpte-as 65535
nei ghbor 10.20.1.11 update-source h10/1/0. 16
| Deactivate the default |Pv4 session
nei ghbor 10.20.0.60 renote-as 65535
nei ghbor 10. 20. 0. 60 update-source e5/0/1

! Activate PE peer for exchange of VPNv4 NLRIs

Cisco MPLS Controller Software Configuration Guide
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address-fam |y vpnv4 uni cast
nei ghbor 10.15.0.15 activate
exit-address-famly

I f exchange of IPv4 NLRI with 10.15.0.15 is desired, activate it:
address-fanmily ipv4 unicast

nei ghbor 10.15.0.15 activate

exit-address-famly

Define BGP paraneters for PE - CE sessions
Activate sessions with peers in VRFs vrfl and vrf2.
address-fam |y ipv4 unicast vrf vrfl

nei ghbor 10.20.0.60 activate

no aut o- sunmmary

redistribute static

exit-address-famly

address-fam |y ipv4 unicast vrf vrf2
nei ghbor 10.20.1.11 activate
no aut o- sunmmary
redistribute static
exit-address-famly

Define a VRF static route

iproute vrf vrfl 12.0.0.0 255.0.0.0 e5/0/1 10. 20.0. 60

Command List

This section lists new or modified commands. All other commands used with this feature are
documented in the Cisco |0OS command references, for Cisco 10S commands, and in the Cisco WAN
Switch Command Reference for BPX 8650 CLI commands. For information on using the following
commands, refer to the Cisco MPLS VPN Feature Guide.

address-family

clear ip route vrf
exit-address-family
ip route vrf

ip vrf forwarding

ip vrf global-connected-addresses
ip vrf

neighbor activate
show ip bgp vpnv4
show ip cef vrf

show ip protocols vrf
show ip route vrf
show ip vrf

show tag-switching forwarding vrf
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MPLS Redundancy for IP+ATM Networks

This chapter describes the Cisco Label Switch Controller (L SC) redundancy architecture that provides
IP+ATM networks using MPL S with alevel of reliability comparable to the hot-standby redundancy
used in router networks but without the difficulty of implementing it. The hot LSC redundancy model
provides the fastest reroute recovery time for IP+ATM networks.

This chapter covers these topics:
« What Is LSC Redundancy
» Benefits of LSC Redundancy
e LSC Redundancy Architecture
» LSC Hot Redundancy
- How the LSC, ATM Switch, and VS| Work Together
- Implementing L SC Redundancy
» Sample LSC Redundancy Configuration

What Is LSC Redundancy

In traditional router |P networks, network managers ensure reliability by creating multiple paths
through the network from every source to every destination. If a device or link on one path fails, IP
traffic uses an alternate path to reach its destination.

Unlike router networks, circuit switch networkslike ATM and Frame Relay transfer data by establishing
circuits or virtual circuits. To ensure reliability, network managers incorporate redundant switch
components: backup backplanes, power supplies, line cards, trunk cards, and so on.

But unlike router networks, switches take some time to reroute traffic when afailure occurs. Switch
connection routing software, such as AutoRoute, PNNI, and MPLS, require calculating routes and
reprogramming hardware for each connection. That’'s why router networks can reroute large aggregates
of traffic more quickly than most connection-oriented networks.

Cisco’s L SC redundancy recognizesthat the LSC is the single point of failure for an IP+ATM network.
Whether an LSC is an external router such as the Cisco 7204 router or an internal Routing Processor
Module (RPM) in a BPX or MGX switch, an LSC isin the critical path for network reliability. If the
LSC failsor if the LSC's port adapter goes down, the control function of the ATM LSR is disabled. The
rest of the network can no longer trust that the ATM L SR has the correct MPL S label connections, and
therefore will no longer use the links to the ATM L SR to carry MPLS traffic. Connectivity to some
destinations in the network might be impossible unless there are alternative routes that avoid the failed
ATM LSR.
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I Benefits of LSC Redundancy

Because label switch controllers areacritical component of |P+ATM networks, they must be robust and
restore service quickly despite equipment or software failures.

Cisco’s LSC redundancy is an alternative way to increase reliability in P networks. Thisreliability is
nearly equivalent to that provided with the use of hot-standby routing processes. But the result isin
general terms the same: if the primary controller fails, traffic can be almost instantly routed by a
secondary controller. In addition, the Cisco L SC redundancy architecture reroutes traffic much faster
than conventional rerouting processes.

L SC redundancy basically consists of:
» Two controllers, such astwo MPLS controllers
« TheVirtual Switch Interface (VSI)
» Equal-cost multipath IP routing

In essence, two independent MPLS controllers, viaV SI, control separate partitions in the IP+ATM
switch, creating a set of two identical subnetworks. Multipath | P routing chooses to use both
subnetworks equally, leading to identical connections in both subnetworks. If a controller in one
subnetwork fails, then multipath IP routing very quickly diverts traffic to the other subnetwork.

L SC redundancy differs from hot-standby redundancy in that the L SCs do not need copies of each
other’sinternal state or database, thus increasing reliability. LSC redundancy is simpler than
hot-standby redundancy because it is not necessary to set up new connections when a controller fails.
The L SC redundancy architecture requires the same amount of equipment as a network with
hot-standby controllers, except that the controllers act independently, rather than in hot-standby mode.

Benefits of LSC Redundancy

By implementing the L SC redundancy model, you eliminate the single point of failure between the LSC
and the ATM switch it controls. If one LSC fails, the other L SC takes over and routes the data on the
other path. The other benefits of L SC redundancy are now described in more detail.

LSC Redundancy Allows Different Software Versions

Note

The LSCs work independently; there is no interaction between the controllers. They do not share the
controller’s state or database, as other redundancy models require. Therefore, you can run different
versions of the | OS software on the LSCs.

The advantage of thisisthat you can test the features of the latest version of software without risking
reliability. You can run the latest version of the 10S software on one LSC and an older version of the
|OS software on a different LSC. If the LSC running the new 10S software fails, the LSC running the
older software takes over.

Using different 10S software version on different LSCsis not recommended except as a
temporary measure. Different versions of 10S software in a network could be
incompatible, although it isunlikely. For best results, run the same version of 10S software
on all devices.
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Benefits of LSC Redundancy

LSC Redundancy Does Not Use Shared States or Databases

In the LSC redundancy model, the LSCs do not share states or databases, which increases reliability.
Sometimes, when states and databases are shared, an error in the state or database information can cause
both controllersto fail simultaneously.

Also, new software features and enhancements do not affect L SC redundancy. Because the L SCs do not
share states or database information, you do not have to worry about ensuring redundancy during every
step of the update.

LSC Redundancy Lets You Use Different Hardware

You can use different models of routersin this LSC redundancy model. For example, one LSC can be a
Cisco 7200 seriesrouter. The other L SC could be based in a Cisco 6400 edge switch series router. Using
different hardware in the redundancy model reduces the chance that a hardware fault might interrupt
network traffic.

LSC Redundancy Provides An Easy Migration from Stand-alone LSCs to
Redundant LSCs

You can migrate from a stand-alone L SC to aredundant L SC and back again without affecting network
operations. Because the L SCs work independently, you can add a redundant L SC without interrupting
the other L SC.

LSC Redundancy Allows Configuration Changes in a Live Network

The hot L SC redundancy model provides two parallel, independent networks. Therefore, you can
disable one LSC without affecting the other LSC. This feature has two main benefits:

» LSC redundancy model facilitates configuration changes and updates. After you finish with
configuration changes or image upgradesto the LSC, you can add it back to the network and resume
the L SC redundancy model.

» Theredundancy model protectsthe network during partitioning of the ATM switch. You can disable
one path and perform partitioning on that path. While you are performing the partitioning, datauses
the other path. The network is safe from the effects of the partitioning, which include breaking and
establishing LV C connections.

LSC Redundancy Provides Fast Reroute in IP+ATM Networks

The hot L SC redundancy model offers redundant paths for every destination. Therefore, reroute
recovery isvery fast. Other rerouting processesin |P+ATM networks require many steps and take more
time.
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I LSCRedundancy Architecture

In normal IP+ATM networks, the reroute process consists of the following steps:
« Detect the failure
- Converge the Layer 2 routing protocols
« Complete label distribution for all destinations
» Establish new connections for al destinations

After thisreroute process, the new path isready to transfer data. However, rerouting data by using this
process takes time.

The hot L SC redundancy method allows you to quickly reroute datain |P+ATM networks without using
the normal reroute process. Hot L SC redundancy creates active parallel paths. Every destination has at
least one alternative path. If a device or link along the path fails, the data uses the other path to reach

its destination. The hot L SC redundancy model provides the fastest reroute recovery timefor IP+ATM
networks.

LSC Redundancy Architecture

Note

The architecture is distinguished by two main features:
1. Multiple controllers share the resources of the same switch, creating two independent I1P networks
2. Theresulting subnetworks are both linked at the Edge Label Switch Routers (LSR)

Consider abasic IP network of switches with one MPLS controller (or a hot-standby pair of them) and
MPLS Edge Label Switch Routers (L SR) feeding the edge of the network.

The L SC redundancy architecture adds to this basic network two independent controllers of the same
type (such as MPLS), enabled by the Virtual Switch Interface (VSI) to control two separate partitions
on the same IP+ATM switch. The pair of controllers on the switch form two separate MPLS control
planes for the network that effectively create two independent parallel 1P subnetworks.

Provided that the two independent MPL S controllers on each switch haveidentical shares of the switch's
resources and link capacity, the two subnetworks are identical. The two identical, parallel 1P
subnetworks exist on virtually the same equipment that would otherwise support only one | P network.

Each control plane and partition might have a redundant pair of controllers, but these are
coupled. Note that the two independent controllers must be of the same type. Also, the
equipment must have sufficient connection capacity for the doubled-up connections.

The L SC hot redundancy solution differs from hot-standby redundancy in that the MPL S controllers
need not have copies of each other’sinternal state.

The second feature of the LSC redundancy architecture is the linkage of the two parallel subnetworks
on the same physical ATM L SR at the edge.

This LSC redundancy network might use the Open Shortest Path First (OSPF) protocol with equal-cost
multipath or asimilar |P routing protocol with multipath capability. Because there are two identical,
parallel 1P subnetworks, there are at least two equally good paths from every Edge L SR to every other
Edge LSR, onein each subnetwork.

OSPF equal -cost multipath chooses to distribute traffic evenly across both sets of paths (and hence both
subnetworks). Because of this, MPLS sets up two identical sets of connections for the two MPLS
control planes. IP traffic is shared evenly across the two sets of connections, across both control planes.
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LSC Hot Redundancy M

L SC redundancy works with either of the two interior gateway routing protocols:
- OSPF
« Intermediate System to Intermediate System (1S-1S)

L SC redundancy also works with either of the two label distribution protocols for hop-by-hop routed
MPLS:

e Tag Distribution Protocol (TDP)
- Label Distribution Protocol (LDP)

If there were afailurein one MPLS controller in one switch, some paths in one of the subnetworks
would no longer work. If there were only one subnetwork, there would be an undesirable interruption
in passing data while other switches break connections and reroute them around the failed node.

However, because all connections are mirrored in the secondary subnetwork, there are already
alternative paths for the traffic without the need to establish new links. All that is required is for
multipath routing to detect the failure of one set of paths and to divert the traffic onto the remaining
good paths. Because connections on the other paths have already been set up, the interruption to traffic
flow is much smaller than if new connections were required.

Operational Modes

The LSC redundancy architecture supports these operational modes:

» Transparent Mode
The primary and backup L SCs have identical images and startup configurations. Thus, when one
controller fails, the other takes over seamlessly.

- Upgrade Mode
You can upgrade the redundant system and change resources of the switch without rebooting the
system. You can use this mode to change the resources between different partitions of the slave
ATM switch.

LSC Hot Redundancy

You can configure two L SC controllers for hot redundancy, which provides the fastest rerouting and
equal cost routing.

Each of the two LSCs:
» Use VSl to control two separate partitions of the same |P+ATM switch
e Runin parallel with independent LDPs

The backup MPLS controller provisions connections in tandem with the primary controller. Both
controllers are active or “hot” at all times, giving each destination two independent paths, each path
generated by one of the two controllers.

Hot redundancy (Figure 8-1 or Figure 8-2) uses two independent paths to route traffic. You set up both
pathsto use equal cost multipath routing, so that traffic isload balanced between the two paths. In other
words, the two partitions on the switch must be configured with equal bandwidth and cross-connect
space.

Also, both LSCs must run the same routing protocols.

Cisco MPLS Controller Software Configuration Guide
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I LSC Hot Redundancy

Theresult is that the Edge L SRs have multiple routes to the same destination and request multiple
labels. If one controller fails, only one of the two paths fails; the secondary controller already has the
label s established and immediately provides an active backup path to handle the traffic with no time lost
for rerouting or setting up labels.

Figure 8-1 LSC Redundancy with Physically Separate Trunks

Physical LSC redundant network
LSC-1 LSC-2 LSC-3 LSC-4
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Note By placing two LSCson an ATM switch, they become two logically separate ATM L SRs,
which is what the “Logical equivalent” is showing. It's important to clearly distinguish
between an LSC and an ATM LSR: an LSC isnot an ATM LSR, it is merely part of one.
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How the LSC, ATM Switch, and VSI Work Together ||

Figure 8-2 LSC Redundancy with Shared Trunks
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How the LSC, ATM Switch, and VSI Work Together

The LSC and slave ATM switch have these characteristics:
e TheLSC runsall of the control protocols
« The ATM switch forwards the data

» Each physical interface on the slave ATM switch mapsto an XtagATM interface on the LSC. Each
XtagATM interface has a dedicated LDP session with a corresponding interface on the edge. The
XtagATM interfaces are mapped in the routing topology and the ATM switch behaves as a router.

» TheLSC can also function as an Edge L SR. The datafor the Edge L SR passes through the control
interface of the router.

If acomponent on the LSC fails, the ATM switch’s IP switching function is disabled. The stand-alone
LSC is the single point of failure.
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I implementing LSC Redundancy

The VSl implementation includes these characteristics:

The VSI allows multiple, independent control planes to control a switch. The VSI ensures that the
control processes (SS7, MPLS, PNNI, and so on) can act independently of each other by using a

V Sl slave process to control the resources of the switch and apportion them to the correct control

planes.

In MPLS, each physical interface on the slave ATM switch maps to an XtagATM interface on the
LSC through the VSI. In other words, physical interfaces are mapped to their respective logical
interfaces.

The routing protocol on the LSC generates route tables entries. The master sends connection
requests and connection rel ease requests to the slave.

The slave sends the configured bandwidth parameters for the ATM switch interface to the master
intheV Sl messages. The master includes the bandwidth information in thelink state topology. You
can override these bandwidth values by manually configuring the bandwidth on the XtagATM
interfaces.

Implementing LSC Redundancy

To make an LSC redundant, you perform these basic steps:

Partition the resources of the slave ATM switch
Implement a parallel VSI model

Assign redundant L SCs to each switch

Create redundant LSRs

Partitioning the Resources of the ATM Switch

In the LSC redundancy model, two L SCs control different partitions of the ATM switch. When you
partition the ATM switch for LSC redundancy, follow these guidelines:

Make the MPL S partitions identical. If you create two partitions, make sure both partitions have
the same amount of resources. (You can havetwo MPL SV Sl partitions per switch.) Usethecnfrsrc
command to configure the partitions.

If the partitions are on the same switch card, perform these steps:

— Create different control VCs for each partition.
For exampl e, there can be only one (0, 32) control VC on the XtagATM interface. To map two
XtagATM interfaces on the same ATM switch interface, use a different control VC for the
second LSC. Use the tag-switching atm control-vc command.

— Create the LVC on the XtagATM interfaces using nonintersecting VPl ranges.
Use the tag-switching atm vpi command.

Specify the bandwidth information on the XtagATM interfaces. Normally, this information is read
from the slave ATM switch. When you specify the bandwidth on the XtagATM interface, the value
you enter takes precedence over the switch-configured interface bandwidth.

Configure the logical channel number (L CN) ranges for each partition according to the expected
number of connections.

See the Cisco BPX 8600 Series documentation for more information about configuring the slave ATM
switch.
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Implementing LSC Redundancy Il

Implementing the Parallel VSI Model

The parallel VSI model means that the physical interfaces on the ATM switch are shared by more than
one LSC. For example:

e LSC1 mapsVSI slaveinterfaces 1 to N to the ATM switch’s physical interfaces 1 to N.
e LSC2 maps VSl slaveinterfaces to the ATM switch’s physical interfaces 1 to N.
e LSC1 and L SC2 share the same physical interfaces on the ATM switch.

With this mapping, you achieve fully meshed independent masters.

Figure 8-3 shows four ATM physical interfaces mapped as four XtagATM interfaces at LSC1 and
LSC2. Each LSC isunaware that the other LSC is mapped to the same interfaces. Both LSCs are active
al the time. The ATM switch runs the same VS| protocol on both partitions.

Figure 8-3 XtagATM Interfaces
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Adding Interface Redundancy

To ensure reliability throughout the L SC redundant network, you can also implement:

- Redundant interfaces between the Edge LSR and the ATM LSR.
Most Edge L SRs are co-located with the LSCs. Creating redundant interfaces between the Edge

LSRsand the ATM L SRsreduces the chance of adisruption in network traffic by providing parallel
paths.

« Redundant virtual trunks and VP tunnels between slave ATM switches.

To ensure hot redundancy between the ATM switches, you can create redundant virtual trunks and
VP tunnels. See Figure 8-4.
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Figure 8-4 Interface Redundancy
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Implementing Hot LSC Redundancy

Hot redundancy provides instant failover to the other path when an LSC fails. When you set up hot
redundancy, both LSCs are active and have the same routing costs on both paths. To ensure that the
routing costs are the same, run the same routing protocols on the redundant L SCs.

In hot redundancy, the LSCs run parallel and independent Label Distribution Protocols (LDPs). At the
Edge L SRs, when the LDP has multiple routes for the same destination, it requests multiple labels. It
al so requests multiple labels when it needs to support Class of Service (CoS). When one LSC fails, the
labels distributed by that L SC are removed.

To achieve hot redundancy, you can implement these redundant components:

- Redundant physical interfaces between the Edge L SR and the ATM L SR to ensurereliability in case
one physical interface fails.

« Redundant interfaces or redundant VV P tunnels between the ATM switches.

- Slave ATM switches, such as the BPX 8650, can have redundant control cards and switch fabrics.
If redundant switch fabrics are used and the primary switch fails, the other switch fabric takes over.

+ Redundant LSCs.

- The same routing protocol running on both LSCs. (You can have different label distribution
protocols.)
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Sample LSC Redundancy Configuration

Note

The diagram in Figure 8-5 indicates the connections to support two active independent controllers on
each BPX switch with two independent paths for each destination; that is, hot redundancy.

The sample configuration settings shown in this section assumes a network topology with two BPX
switches (BPX1 and BPX2). Each BPX is connected to its own Edge Label Switch Router (Edge LSR)
and each BPX supports two LSCs in separate partitions.

The Edge L SR and L SC must be forced to use different control VCs for the two partitions on the links
between the LSC and BPX. In this example, thisis done by using "tag-switching atm control-vc"
commands, in the LSC and Edge L SR, for the second partition. The commands for the interfaces at
both ends of alink must match, that is, specify the same control VC.

Figure 8-5 Topology for Sample Hot Redundancy Configuration

LSC-1 LSC-2 LSC-3 LSC-4
ATM3/0/0 ATM5/0 ATM3/0/0 ATM3/0/0
4.4 4.1 13 1.2
LER-1 LER-2
51 BPX-1 4.8 11 BPX-2 3.2
ATM5/0/0 ATM3/0
351 451 151 251

43150

Virtual trunks are not necessary and are not recommended in practice (except in very
specific circumstances) because they break parts of L SC redundancy. Please disregard the
virtual trunk interfacesin this example: 3.5.1, 4.5.1, 1.5.1, 2.5.1

The two LSCs on each BPX control different partitions, 1 and 2. The correct partition ID must be
configured for all partitions controlled by each controller, including the partition on the LSC control
interface.
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I Sample LSC Redundancy Configuration

Connections to BPX1

LSC1 4.4

atmport  am3/0
LSC2 4.1

atmport  atm5/0
LER1 51

Trunk port 4.8

atm port  atm5/0/0

Connections to BPX2

LSC3 13

atm port atm3/0/0
LSC4 1.2

atm port  atm3/0/0
LER2 3.2

Trunk Port 11

atm port atm3/0

BPX1 Resource Parameter Settings

Use the cnfrsrc command to configure al VSI and AutoRoute resources. The following dsprsrc
command screens show the recommended settings the BPX1 side of the basic topology. Naturally,
depending on your network, you will need to adjust the resource parameters to maximize efficiency.

The configuration for BPX2 and its LER2, LSC3 and L SC4 are almost identical to those of the BPX 1
but with different addresses for the BPX, the router ATM port, and loopback.

Port/Trunk : 4.4

Maxi mum PVC LCNS: 256 Maxi mum PVC Bandw dt h: 148207
(Statistical Reserve: 5000)

Partition 1

Partition State : Enabl ed

M ni nrum VSl LCNS: 0

Maxi mum VS| LCNS: 4096

Start VS| VPI: 100

End VSI VPI : 200

M ni mum VSl Bandwi dth : 0 Maxi mum VS| Bandwi dth : 200000
VSI ILM Config : 0

Last Command: dsprsrc 4.4 1
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Sample LSC Redundancy Configuration

Port/Trunk : 4.4

Maxi mum PVC LCNS: 256 Maxi mum PVC Bandw dt h: 148207
(Statistical Reserve: 5000)

Partition 2

Partition State : Di sabl e

Last Conmand: dsprsrc 4.4 2

Port/Trunk : 4.1

Maxi mum PVC LCNS: 256 Maxi mum PVC Bandw dt h: 148207
(Statistical Reserve: 5000)

Partition 1

Partition State : Di sabl e

Last Conmand: dsprsrc 4.1 1

Port/Trunk : 4.1

Maxi mum PVC LCNS: 256 Maxi mum PVC Bandw dt h: 148207
(Statistical Reserve: 5000)

Partition 2

Partition State : Enabl ed

M ni mrum VS| LCNS: 0

Maxi mum VS| LCNS: 4096

Start VS| VPI: 201

End VSI VPI : 300

M ni mum VSI Bandwi dth : 0 Maxi mum VS| Bandwi dth : 200000
VSI ILM Config : 0
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I Sample LSC Redundancy Configuration

Port/Trunk : 4.8

Maxi mum PVC LCNS: 256 Maxi mum PVC Bandw dt h: 148207
(Statistical Reserve: 5000)

Partition 1

Partition State : Enabl ed

M ni mrum VSl LCNS: 0

Maxi mum VS| LCNS: 4096

Start VSI VPI: 100

End VSI VPI : 200

M ni mum VSl Bandwi dth : 0 Maxi mum VS| Bandwi dth : 200000
VSI ILM Config : 0

Last Conmand: dsprsrc 4.8 1

Port/Trunk : 4.8

Maxi mum PVC LCNS: 256 Maxi mum PVC Bandw dt h: 148207
(Statistical Reserve: 5000)

Partition 2

Partition State : Enabl ed

M ni mrum VS| LCNS: 0

Maxi mum VS| LCNS: 4096

Start VSI VPI: 201

End VSI VPI : 255

M ni mum VS| Bandwi dth : 0 Maxi mum VS| Bandwi dth : 100000
VSI ILM Config : 0

Last Conmand: dsprsrc 4.8 2

Virtual Trunk : 4.5.1

Maxi mum PVC LCNS: 256 Maxi mum PVC Bandw dt h: 867
(Statistical Reserve: 1000)

Partition 1

Partition State : Enabl ed

M ni mrum VS| LCNS: 0

Maxi mum VS| LCNS: 4096

Start VSI VPI: 35

End VSI VPI : 35

M ni mum VS| Bandwi dth : 0 Maxi mum VS| Bandwi dth : 1000
VSI ILM Config : 0

Last Command: dsprsrc 4.5.1 1
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Virtual Trunk :

Maxi num PVC LCNS:

Partition 1

Partition State :

M ni mrum VS| LCNS:

Maxi mum VS| LCNS:

Start VSI VPI:

End VSI VPI

M ni mum VSl Bandwi dth :
VSl ILM Config :

Last Command: dsprsrc 3.5.1 1

Port/ Trunk :
Maxi num PVC LCNS:
Partition 1

Partition State :
M ni mrum VSl LCNS:
Maxi mum VS| LCNS:
Start VSI VPI:

End VSI VPI
M ni mum VSI

Bandwi dth :
VSI :

LM Config

Last Command: dsprsrc 5.1 1

Port/Trunk : 5.1

Maxi nrum PVC LCNS:
Partition 2

Partition State :

M ni nrum VS| LCNS:

Maxi mum VS| LCNS:

Start VSI VPI:

End VSI VPI

M ni mum VSl Bandwi dth :
VSI ILM Config

Last Command: dsprsrc 5.1 2

Sample LSC Redundancy Configuration

Maxi mum PVC Bandw dt h: 867
(Statistical Reserve: 1000)

256

Enabl ed
0

4096

36

36

0 1000

Maxi mum VS| Bandwi dth :

256 Maxi mum PVC Bandwi dt h: 30000

Enabl ed
0

4096
100

200

0

0

Maxi mum VS| Bandwi dth : 30000

256 Maxi mum PVC Bandw dt h: 30000

Enabl ed
0

4096
201

255

0

0

Maxi mum VS| Bandwi dth : 30000

You can then enable the two L SCs to control two different partitions by using:

addshelf 4.4 v 1 1
addshelf 4.1 v 2 2

[partition id=1,
[partition id=2,

control l er id=1]
control l er id=2]

This example uses a single physical link between BPX nodes, from interface 4.8 on BPX1to 1.1 on
BPX2. This physical trunk has two VSl partitions, one under the control of each LSC.
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I Sample LSC Redundancy Configuration

An alternative configuration, not shown in the diagram, would be to create two virtual trunks on the
link, for example, with the BPX 1 endpoints numbered 4.8.1 and 4.8.2.

Thevirtual trunk 4.8.1 would have only partition 1 enabled, and 4.8.2 would have only partition 2. Such
aconfiguration is not recommended in practice, because it would prevent the sharing of spare
bandwidth between the two “virtual networks” under the control of the two sets of LSCs.

The controller ID for the two L SCs must be different. It may equal the partition ID, but it could be a
different value. Note that the controller ID must be specified both on the LSC (in the
tag-control-protocol command) and the BPX switch (in addshelf).

LER1 Configuration File

!
version 12.1
servi ce tinestanps debug uptine
service tinestanps | og uptine
no servi ce password-encryption
!
host name 7500- 12
!
boot system slotO:rsp-pv-ne.121-1.1. T
enabl e secret 5 $1$QvGUSNDhl WIMBeYcXN3gJf gZccl
enabl e password ci sco
i p subnet-zero
ip cef
!
no i p domai n-1 ookup
clns routing
tag-switching tdp router-id LoopbackO
!
interface LoopbackO
ip address 12.12.12.12 255. 255. 255. 255
!
interface ATMb/0/0
no i p address
no i p route-cache distributed
atm fram ng chitplcp
no atmilm-keepalive
tag-switching ip
!
interface ATMb/ 0/ 0.1 tag-swi tching
i p unnunbered LoopbackO
tag-swi tching atmvpi 100-200
tag-switching ip
!
interface ATMb/ 0/ 0.2 tag-swi tching
i p unnunbered LoopbackO
tag-swi tching atmcontrol-vc 201 40
tag-swi tching atmvpi 201-255
tag-switching ip
!
router ospf 50
network 12.12.12.12 0.0.0.0 area 5
!
ip classless
iproute 0.0.0.0 0.0.0.0 172.29.113.1
no ip http server
!
!
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Sample LSC Redundancy Configuration

tftp-server slotO:rsp-jsv-nz.120-6.5.T4
|

line con O
exec-timeout 0 O
transport input none

line aux 0

line vty 0 4
exec-timeout 0 O
password ci sco
I ogin

|

no schedul er max-task-time

end

LSC1 Configuration File

|

version 12.1

no service pad

servi ce tinestanps debug uptine
service tinestanps |og uptinme
no service password-encryption
servi ce conpress-config

|

host name R7200- 12

!

boot system slot0:c7200-p-ne.121-1.1. T
enabl e password ci sco

i p subnet-zero

ip cef

no i p domai n-1ookup

!

tag-switching tdp router-id LoopbackO
!

|

nt erf ace LoopbackO
ip address 112.112.112.112 255. 255. 255. 255
no i p route-cache
no i p nroute-cache

nterface ATMB/0
no i p address
no i p nroute-cache
tag-control -protocol vsi id 1
set controller id to 1 (the default)
no atmilm-keepalive

nt erf ace XTagATM48

i p unnunbered LoopbackO

no i p route-cache cef

ext ended- port ATM3/ 0 bpx 4.8
tag-switching ip
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nterface XTagATMbl

i p unnunbered LoopbackO

no i p route-cache cef

ext ended-port ATMB/ 0 bpx 5.1
tag-switching ip

|

router ospf 50

network 112.112.112.112 0.0.0.0 area 5
|

ip classless

iproute 0.0.0.0 0.0.0.0 172.29.113.1
no ip http server

|

!

line con O

exec-timeout 0 O

password ci sco

transport input none

line aux O

line vty 0 4

exec-timeout 0 O

password ci sco

I ogin

|
end

LSC2 Configuration File

|

version 12.1

no service pad

servi ce tinestanps debug uptine
service tinestanps | og uptine
no servi ce password-encryption
|

host name R7200- 13
|

boot systemtftp c7200-p-ne.121-1.1. T 172.29.113. 87
enabl e password ci sco

i p subnet-zero

ip cef

no i p domai n-1 ookup
|

tag-switching tdp router-id LoopbackO
!
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Sample LSC Redundancy Configuration

nt erface LoopbackO
ip address 13.13.13.13 255. 255. 255. 255
nterface ATMb/ 0
no i p address
tag-control -protocol vsi id 2
set controller id to 2
no atmilm-keepalive
tag-switching ip
|

nterface Hssi 6/0
no i p address

no i p nroute-cache
shut down
fair-queue

|

nt erf ace XTagATM48

i p unnunbered LoopbackO

no i p route-cache cef

ext ended- port ATMb/ 0 bpx 4.8
tag-switching atmcontrol -vc 201 40
tag-switching ip

|

nt erface XTagATMbl

i p unnunbered LoopbackO

ext ended-port ATMb/ 0 bpx 5.1
tag-switching atmcontrol -vc 201 40
tag-switching ip

|

router ospf 50

network 13.13.13.13 0.0.0.0 area 5
|

ip classless

iproute 0.0.0.0 0.0.0.0 172.29.113.1
no ip http server

|

|

!

line con O

exec-timeout 0 O

transport input none

line aux O

line vty 0 4

exec-timeout 0 O

no login

|

no schedul er max-task-time
end
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GLOSSARY

A

ATM LSR An ATM label switching router with a number of LC-ATM interfaces. The router forwards the cells
among these interfaces using labels carried in the VPI/VCI field.

C

CAR Committed Access Rate (packet classification). CAR is the main feature supporting packet
classification. CAR uses the type of service (TOS) bitsin the IP header to classify packets. CAR
classification commands are used to classify and reclassify a packet.

CEF Cisco Express Forwarding. An advanced Layer 3 IP switching technology. CEF optimizes network
performance and scalability for networks with large and dynamic traffic patterns.

CE router Customer edgerouter. A router that is part of acustomer network and that interfacesto aprovider edge
(PE) router.

CoS Class of service. A feature that provides scalable, differentiated types of service across a label
switched network.

D

DWFQ VIP-Distributed WFQ.

DWRED VIP-Distributed WRED.

E

Edge ATM Edge LSR A router that is connected to the ATM LSR cloud through LC-ATM interfaces. The edge ATM LSR
adds | abels to unlabeled packets and removes labels from unlabeled packets.

Edge ATM LSR A switch router that is connected to the ATM L SR cloud through LC-ATM interfaces. The edge ATM
L SR adds labels to unlabeled packets and strips labels from unlabeled packets.

Edge Label Switch The edge device that performsinitial packet processing and classification and applies the first label.
Router (LSR) This device can be either arouter, such as the Cisco 7500, or a switch with built-in routing, such as
the Cisco BPX 8650.
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M Glossary

GRE

IGP

IP Precedence

IS-IS

Label

Label-Controlled
ATM Interface
(LC-ATM interface)

Label Distribution
Protocol (LDP)
Label Imposition

LSA

Label-Switched
Path (LSP)

Label-Switched
Path (LSP) Tunnel

Generic routing encapsulation. A tunneling protocol developed by Cisco that can encapsulate a wide
variety of protocol packet typesinside |Ptunnels, creating avirtual point-to-point link to Cisco routers
at remote points over an IP internetwork. By connecting multiprotocol subnetworksin a
single-protocol backbone environment, 1P tunneling that uses GRE allows network expansion across
a single-protocol backbone environment.

Interior Gateway Protocol. An Internet protocol used to exchange routing information within an
autonomous system. Examples of common IGPs include IGRP, OSPF, and RIP.

A 3-bit valuein TOS byte used for assigning Precedence to IP packets.

I ntermedi ate system-to-intermediate system. OSI link-state hierarchical routing protocol in which ISs
(routers) exchange routing information based on a single metric in order to determine network

topology.

A label is aheader used by an L SR to forward packets. The header format depends upon network
characteristics. In router networks, the label is a separate, 32-bit header. In ATM networks, the label
is placed into the virtual channel identifier/virtual path identifier (VCI/VPI) cell header. In the core,
L SRsread only the label, not the packet header. One key to the scalability of MPL Sisthat labels have
only local significance between two devices that are communicating.

An interface on arouter or switch that uses label distribution procedures to negotiate label VCs.

Provides communication between edge and core devices. It assigns labels in edge and core devices to
establish Label Switched Paths (L SPs) in conjunction with routing protocols such as OSPF, IS-1S,
Enhanced Interior Gateway Routing Protocol (EIGRP), or BGP.

The act of putting the first label on a packet.

Link-state advertisement. A broadcast packet used by link-state protocols. The LSA contains
information about neighbors and path costs and is used by the receiving router to maintain arouting
table.

A sequence of hops (RO...Rn) in which a packet travels from RO to Rn through MPL S Switching
mechanisms. A label-switched path can be established dynamically, based on normal routing
mechanisms, or through configuration.

A configured connection between two routers, in which label Switching is used to carry the packet.
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L

Label Switch
Router (LSR)

Label VC (LVC)

MPLS

NLRI

P

PE Router

QoS

RED

RD

RIP

Glossary M

The core device that switches label ed packets according to precomputed switching tables. It can also
be a switch or arouter

An ATM virtual circuit that is set up through ATM LSR label distribution procedures.

Multiprotocol Label Switching. Networks using MPLS, transport | P packets over ATM using label
switching, thereby realizing the flexibility and scalability of TCP/IP along with the switching speed
and reliability of ATM.

Network layer reachability information. BGP sends routing update messages containing NLRI to
describe a route and how to get there. In this context, an NLRI is a prefix. A BGP update message
carries one or more NLRI prefixes and the attributes of a route for the NLRI prefixes; the route
attributes include a BGP next hop gateway address, community values, and other information.

Provider edge router. A router that is part of a service provider’'s network and that is connected to a
customer edge (CE) router. The PE router function is a combination of an ML S edge label switch
router (LSR) function with some additional functions to support VPNs.

Quality of service. Measure of performance for a transmission system that reflects its transmission
quality and service availability.

Random early detection. Congestion avoidance algorithm in which a small percentage of packets are
dropped when congestion is detected and before the queue in question overflows completely.

Route distinguisher. An 8-byte value that is concatenated with an IPv4 prefix to create a unique VPN
IPv4 prefix.

Routing Information Protocol. Used to exchange routing information within an autonomous system,
RIP uses hop count as arouting metric.
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T

Traffic Engineering Thetechniquesand processes used to cause routed traffic to travel through the network on a path other
than the one that would have been chosen if standard routing methods had been used.

Traffic Engineering A label-switched path tunnel that is used for engineering traffic. It is set up through means other than
Tunnel normal Layer 3 routing and is used to direct traffic over a path different from the one that Layer 3
routing would cause it to take.

Tunneling Architecture providing the services necessary to implement any standard point-to-point data
encapsul ation scheme.

TOS Type of Service. A byte in the IPv4 header.
Vv
VPN Virtual private network. A secure network that shares resources with one or more physical networks.

A VPN can contain one or more geographically dispersed sites that can communicate securely over a
shared backbone.

VPNV4 Used as a keyword in commands to indicate VPN-IPv4 prefixes. These prefixes are customer VPN
addresses, each of which has been made unique by the addition of an 8-byte route distinguisher.

VRF VPN routing/forwarding instance. A VRF consists of an |P routing table, a derived forwarding table,
aset of interfacesthat use the forwarding table, and a set of rules and routing protocols that determine
what goes into the forwarding table. In general, a VRF includes the routing information that defines
acustomer VPN site that is attached to a PE router.

w

WEPD Weighted Early Packet Discard.

WFQ Weighted Fair Queueing. A queue management algorithm that provides a certain fraction of link
bandwidth to each of several queues, based on arelative bandwidth applied to each of the queues.

WRED Weighted RED. A variant of RED in which the probability of a packet being dropped depends on
either, its IP Precedence, CAR marking, or Label Switching CoS (as well as the other factorsin the
RED algorithm).

X

xBGP Border Gateway Protocol. Interdomain routing protocol that exchanges reachability information with

other BGP systems. It isdefined in RFC 1163.
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A

ATM LSR
adding redundancy 8-9
ATM switch
adding redundancy 8-9
configuring for LSC redundancy 8-8
partitioning 8-8
ATM-TSR
See ATM label switch router; terminology

I N DEX

displaying 5-35

manual  5-24

saving changesto 5-35
conventions, documentation  xxi
copy running-config startup-config command 5-33
customer premises equipment. See CPE  1-6

B

bandwidth
on XtagATM interfaces 8-8
specifying 8-8

boot

sequence 5-23
boot sequence 5-23

D

documentation

conventions  xxi

E

EdgeLSR
adding redundancy 8-9
enable command  5-32

C

Cisco | OS software

basics 5-33

getting help  5-35

modes of operation 5-33
saving the configuration 5-35
commands

config terminal  5-32

copy running-config startup-config 5-33
enable 5-32

config terminal command  5-32
configuration

G

global configuration mode 5-34

H

hot LSC redundancy 8-10

installation
changing configuration register settings  5-33
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W Index

L

Label Distribution Protocol
compared to Tag Distribution Protocol  xix
LCN
configuring 8-8
LDP
configuring for hot redundancy 8-10
logical channel number. See LCN. 8-8
L SC redundancy
benefits 8-2
configuring hot redundancy 8-10
configuring the ATM switch 8-8
configuring the VS| 8-9
migrating from a standalone LSC  8-3
switching from hot to warm  8-3

M

Multiprotocol Label Switching
terminology  xix
Multiprotocol Label Switching. See MPLS.

P

privileged EXEC mode 5-34

R

ROM monitor mode 5-34
routing protocols
for hot redundancy 8-10

S

setup
command facility 5-24
manual configuration 5-32

software
initial setup program 5-24
System Configuration Dialog, using 5-24

T

tag, TER, TFIB, TSR, TSC, TSP, TVC, any name
containing tag

Seeterminology  xix
Tag Distribution Protocol  xix

See also Label Distribution Protocol; terminology
Tag Switching  xix

Seealso Multiprotocol Label Switching; terminology
TDP

See Tag Distribution Protocol
terminology  xix
traffic engineering  Glossary-4

traffic engineering tunnel  Glossary-4

U

user EXEC mode 5-34

Vv

virtual circuit

creating different control VCs 8-8
virtual trunks

adding redundancy 8-9
VSl

configuring for LSC redundancy 8-9

X

XtagATM
specifying bandwidth 8-8
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