
Make Your Very Own LiveCD Linux Router

Why LiveCD Router?

Why do I need Linux LiveCD router on CDROM? It is a simple answer, as the power in my house is not stable and may shutdown any time. Having an unstable power leads to a higher possibility to have a harddrive crash.

A low cost solution to power failure that leads to harddisk crash would be a diskless router and use CDROM (liveCD) to boot. Thus, the router can be operated without any harddisk and rely solely on the operating system on the LiveCD. Knoppix is an example of Linux LiveCD from the open source world.

In this section, I'd like to describe a step-by-step process in creating a liveCD router of 24 hours home Internet gateway. Such method can always be used in offices, schools and else where.

Equipments For Homebrew LiveCD Router

In this experiment, I use PC Pentium III 933MHz with memory 128Mbyte and Wireless LAN PCI card made by Planet to connect to my ISP VisionNet http://www.vision.net.id at about 500 meter away from my house.  It is a 24 hour internet connection at 2.4GHz band.

To connect to the rest of the computers in the LAN, a D-Link 10/100Mbps ethernet card is used.

Linux Mandake 10.0 used as operating system. Unfortunately, for a better Graphical User Interface (GUI), Mandrake 10.0 would need 128Mbyte of RAM.

In reality, a PC Pentium III 933MHz with 128Mbyte of RAM is too big for a router, a PC Pentium 75MHz with 64MByte of RAM can be used for the router. Unfortunately, a slow machine will lead to long making time of the liveCD.

Requirement and Preparation of the Operating System

Required hardware for a liveCD router would be:

PC Pentium, I use Pentium III 933MHz Memory 128Mbyte.

Harddisk 5-6 Gbyte.

PCI Wireless LAN card, I use Planet 11-22Mbps.

Ethernet card, I use D-Link 10/100Mbps.

Partition the harddisk for making liveCD as follows:


swap

256Mbyte


/livecd

2 Gbyte


/

3-4 Gbyte

To make the liveCD image, it would be easier if we create a separate partition in the harddrive. In this case, I create a partition called /livecd for the liveCD creation.

Install Linux Mandrake 9.2 or Mandrake 10.0, configure so that all cards are detected and works.

It is a bit difficult to drive some wireless LAN cards based on Texas Instrument ACX100 chipset. Prior to any installation of the driver, it is advisable to read the ACX100 HowTo at http://www.houseofcraig.net/acx100_howto.php.

In prinsiple, it is fairly easy especially for Linux Mandrake 10.0, as the driver acx100_pci.o is readily available. We need to configure the file,


/etc/modules.conf

add into the /etc/modules.conf the following lines 


alias wlan0 acx100_pci


options acx100_pci firmware_dir=/usr/share/acx100_pci

and put into the directory


/usr/share/acx100_pci

the following files, i.e.,


RADIO0d.BIN


RADIO11.BIN


RADIO15.BIN


WLANGEN.BIN

all the four (4) BIN files can be obtained from the CD driver distributed with the wireless LAN card used.

Please don't fotget the edit the following files, namely,


/etc/sysconfig/network-scripts/ifcfg-wlan0


/etc/sysconfig/network-scripts/ifcfg-eth0

configure the files to match the network condition.

The difficulties / Disadvanges of LiveCD

There are several difficulties / disadvanges I found in LiveCD, namely:

No swap. I don't know how to create a swap in LiveCD. Consequently, it is difficult to run a server on a LiveCD. A swap is required to run a DHCP or squid server and, thus, cannot be activated.

It would be difficult to create a livecd if the required driver is not supported by Thomas Blackund’s kernel (kernel-tmb), else you need to recompile the kernel and incluse cloop.o into it.

The current router solution would be NAT only router based on iptables. I do hope in the future I can activate swap in livecd and do more service on the livecd.

Software Preparation for LiveCD

For those who use Linux Mandrake, the key would to use kernel made by Thomas Blacklund also known as kernel-tmb. Why? It is because kernel-tmb-2.4.22.21 include cloop.o module needed to compress file system and very usefull on CDROM based file system.

The newer version of Thomas Backlund’s kernel for both 2.4 or 2.6 version are available at http://www.netikka.net/tmb/Cooker/, I normally download the ROM version of kernel  2.4.22.21 which contain cloop.o module from http://fr2.rpmfind.net/.

For those who has the guts to install cloop.o in the kernel may get it from http://www.knopper.net/download/knoppix/cloop_0.68-2.tar.gz. To be honest, I failed in installing cloop.o in 2.6.3 of Mandrake 10.0. It seems cloop.o is designed for kernel 2.4. I have not tried it on kernel 2.4.

In practice, the needed software are,

kernel-tmb

busybox

cloop-utils

mklivecd

mkisofs

For those who wish to use RPM version of the above software, they may do so by downloaded the RPM from http://fr2.rpmfind.net/.

Use keyword “kernel-tmb”, download  ftp://fr2.rpmfind.net/linux/Mandrake/9.2/contrib/i586/kernel-tmb-2.4.22.21.tmb.1mdk-1-1mdk.i586.rpm
Use keyword “busybox”, download ftp://fr2.rpmfind.net/linux/MandrakeCooker/cooker/contrib/i586/busybox-1.00-0.pre5.1mdk.i586.rpm
Use keyword “cloop-utils”, download ftp://fr2.rpmfind.net/linux/MandrakeCooker/cooker/contrib/i586/cloop-utils-1.02-5mdk.i586.rpm
Use keyword “mklivecd”, download ftp://fr2.rpmfind.net/linux/MandrakeCooker/cooker/contrib/alpha/mklivecd-0.5.6-4mdk.noarch.rpm
mkisofs is readily available in Linux Mandrake 10.0 distribution CD and can be used to install mkisofs during the installation of Mandrake 10.0.

Aftrer all RPM files ready, to install RPM manually is not that difficult. It can be done through the following command,


 # rpm –ivh rpm-filenamel.rpm

do it for all RPM packages.

Configure the Router in Preparation of LiveCD Router

My router configuration is relatively simple, it only contain a single script to active NAT service in the router. The script is then activated through /etc/rc.d/rc.local. The script is as follows,

#!/bin/bash

# From: AHK <akuhon@kompas.com>

# To: linux-admin@linux.or.id

# Save this file and activate through # file_name start

# and de-activate through # file_name stop

# This firewall-script can be used for workstation, laptop, router

# or server that are not running network service (such as web server, ftp

# server etc)

# change the parameter UPLINK with Interface device to the Internet.

# In our case WLAN router with NIC wlan0 connected to the Internet

# and LAN connection with eth0.

# if you use dial-up modem, you might use ppp0 as your UPLINK

UPLINK="wlan0"

# if you run the gateway as router and forward IP packet between eth devices

# please fill .yes., if not, please fill .no.

ROUTER="yes"

# Please change 10.10.10.224 to your static IP address of UPLINK device.

# For those who use dial-up or dynamic IP, please enter .dynamic.

NAT="10.10.10.224"

# NAT="dynamic"

# please list all network interfaces including eth devices

# as well as dial-up interface such as ppp0

INTERFACES="lo eth0 wlan0"

if [ "$1" = "start" ]

  then

  echo "Activate Firewall ..... "

  /sbin/iptables -P INPUT DROP

  /sbin/iptables -A INPUT -i ! ${UPLINK} -j ACCEPT

  /sbin/iptables -A INPUT -i ${UPLINK} -p tcp -s 0/0 --dport 25 -j ACCEPT

  /sbin/iptables -A INPUT -m state --state ESTABLISHED,RELATED -j ACCEPT

  /sbin/iptables -A INPUT -p tcp -i ${UPLINK} -j REJECT --reject-with tcp-reset

  /sbin/iptables -A INPUT -p udp -i ${UPLINK} -j REJECT --reject-with icmp-port-unreachable

# turn off packet spoofing in all interfaces

for x in ${INTERFACES}

  do

    echo 1 > /proc/sys/net/ipv4/conf/${x}/rp_filter

  done

if [ "$ROUTER" = "yes" ]

  then

  # Activate IP forwarding at router

    echo 1 > /proc/sys/net/ipv4/ip_forward

if [ "$NAT" = "dynamic" ]

  then

  # Dynamic IP address, activate Masquerading

    echo "Activate Masquerading (Dynamic IP) ...."

    /sbin/iptables -t nat -A POSTROUTING -o ${UPLINK} -j MASQUERADE

elif [ "$NAT" != "" ]

  then

  # Static IP address use source NAT

  echo "Activate SNAT (static IP) ...."

  /sbin/iptables -t nat -A POSTROUTING -o ${UPLINK} -j SNAT --to ${NAT}

fi

fi

  elif [ "$1" = "stop" ]

    then

      echo "Deactivate Firewall ..."

      /sbin/iptables -F INPUT

      /sbin/iptables -P INPUT ACCEPT

      /sbin/iptables -F FORWARD

      /sbin/iptables -P FORWARD ACCEPT

      # Turn off NAT or MASQUERADING

      /sbin/iptables -t nat -F POSTROUTING

fi

Live CD Creation
The general steps to create a LiveCD using Mandrake 9.2 (not Mandrake 10.0) can be found in the discussion form at http://www.mandrakeusers.org. In general the steps are as follows,

Step 1

Install ‘basic’ Mandrake 10.0 (or Mandrake 9.2). We need minimally a root account and one user account. Create a separate partition, e.g., /livecd for about 1.5-2Gbyte, for LiveCD creation. I did try 700Mbyte in /livecd but fail. Thus, it would be safer to use a larger space.

Step 2

Install RPM 


kernel-tmb-2.4.22.21


busybox


cloop-utils


mklivecd


mkisofs

Change /etc/lilo.conf to boot & use kernel-tmb-2.4.22.21 as default kernel. Run


# lilo

after we have change /etc/lilo.conf

Step 3

Remove any unnecessary software packages, we can use Mandrake Control Center to uninstall RPM or delete manually the unnecessary folder or packages, such as, python dan gimp.

Check the available disk space, use

# df

Make sure that the would be iso file will not exceeds 700Mbyte, else we will be in trouble in burning the iso file to CDROM. If the average compression is 40-50%, the root folder / should maximum be 1.4-1.7 Gbyte.

If you think you’ll be run out of space, you can delete /usr/share/doc, /usr/share/man dan /usr/share/wallpapers to gain ~200 MB.

Step 4

Configure so that livecd can function correctly, don’t forget to remove content of /home/user/tmp, coockes, cache browser etc.

Check again your left disk space, use the following command

# df

Step 5

Shell and su to become the root, run the following command

# cd /livecd

# mklivecd --help

you will see the all the option to run mklivecd script. One of the easiest way to create livecd is by invoking the following command, namely,

# mklivecd namaisolivecd.iso

I normally use the following command to create livecd, namely,

# mklivecd --verbose --lowmem --splash=no --resolution=800x600 router.iso

It may take about 10-15 minutes on Pentium III 933Mhz to create the iso file of the livecd.

Step 6

Burn iso to cd-rw (or cd-r).

Step 7

Pray & hope for your linux livecd router to work.

